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Foreword

The Center for Computer Sciences and Technology of the National Bureau of Standards
has responsibility under the authority of Public Law 89-306 (the Brooks Bill) for automatic data
processing standards development, for consultation and technical assistance to Federal agencies,
and for supporting research in matters relating to the use of computers in the Federal Government.

This selective literature review is the second in a series intended to improve interchange of
information among those engaged in research and development in the fields of the computer and
information sciences. Considered in this volume are the specific areas of information processing,
storage, and output.

Names and descriptions of specific proprietary devices and equipment have been included
for the convenience of the reader, but completeness in this respect is recognized to be impossible.
Certain important developments have remained proprietary or have not been reported in the open
literature; thus major contributors to key developments in the field may have been omitted.

The omission of any method or device does not necessarily imply that it is considered unsuitable
or unsatisfactory, nor does inclusion of descriptive material on commercially available instruments,
products, programs, or processes constitute endorsement.

LEwis M. BRANSCOMB, Director
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Research and Development in the Computer and Information Sciences

2. Processing, Storage, and Output Requirements in Information Processing
Systems: A Selective Literature Review

Mary Elizabeth Stevens

Areas of concern with respect to processing, storage, and output requirements of a generalized
information processing system are considered. Special emphasis is placed on multiple-access systems.
Problems of system management and control are discussed, including hierarchies of storage levels.
Facsimile, digital, and mass random access storage media and techniques are considered. A variety
of output mode requirements are also considered, including direct recording to microforms; on-line
display systems: printing, photocomposition, and automatic character generation; and three-
dimensional, color, and other special-purpose display systems. Problems of system use and evaluation
are also briefly noted. A bibliography of approximately 480 cited references is included, together with
supplemental notes and quotations from the literature.

Key words: Computer-assisted-instruction; information display; information recording; machine-
aided design; memory allocation; microforms; multiple-access systems: on-!me
systems; output modes; photocomposition and typesetting; storage hierarchies;

time sharing.

1. Introduction

This is the second in a series of reports concerned
with research and development requirements and
areas of continuing concern in the computer and
information sciences and technologies. In the first
report of this series, “Information Acquisition,
Sensing, and Input: A Selective Literature Review,”
background considerations and general purposes
intended to be served by the series are discussed.
In addition, the general plan of attack and certain
caveats are outlined.* 11

In general, we shall attempt to consider first the
areas of research and development concern in the
computer sciences and technologies with reference
to a schematic diagram of a generalized information
processing system, as shown in Figure 1.12 In the
first report of the series, we considered various
implications of Boxes 1, 2, and 3 in Figure 1. In this
report, we are concerned primarily with some of
the R & D implications involved in the receipt of
processing service requests from clients of the
system and in the management of the processing

*Appendix A of this report contains notes and quotations pertinent to the running
text. For the convenience of the reader, Notes ““1.1" and “1.2" in Appendix A reca-
pitulate some of the considerations discussed in the first report.

operations themselves (especially in terms of
multiple-access systems), with efficient and eco-
nomical storage, with output considerations, and
with post-processing operations on output.

Many hardware, design, and theoretical consider-
ations necessarily arise with respect to the develop-
ment of processing specifications, matching and
processing operations, search and selection, and
retrieval. We shall defer most of the aspects of
information storage, selection and retrieval systems
for discussion in later reports in this series. In this
report, we will concentrate first on certain aspects
of processor system planning and management
requirements, with particular reference to multiple-
access systems. It is noted, however, that priority
scheduling requirements, precedence interrupts,
and the like, are as apt to apply to a batch-job
system as to one that is operated in an on-line
conversational-mode. (See, for example, Nicholson
and Pullen, 1968).**

**See Appendix B for bibliography of references cited in this report.
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FIGURE 1. Functional diagram of a generalized information processing system.



2. Processor System Considerations

Referring to Figure 1, we see that in some cases
the processing operations of Box 4 result in direct
outputs (Box 5) andfor archival storage (Box 6)
as in the case of preservation of input records for
subsequent reconstruction if required. In most
cases, however, processing service requests are
received from clients of the system, from the system
itself, or by implications in the incoming data
received in Box 2. In parallel with the input data
transformations shown in Box 3, we may find
reductions or translations of processing service
requests to forms or formats that can be processed
by the system in Box 8, which may also involve
preprocessing operations that are required by
priority and scheduling considerations in multiple
access systems. Processing specifications developed
in Box 9 may be exemplified by controls imposed
by measures taken to provide both client and system
protection. These specifications, and others, will
then be matched (Box 10) to the performance capa-
bilities of the processing system itself and used to
control the actual processing operations.

2.1. General Considerations

Processor system planning and management
activities must effectively interlace the requirements
of multiple inputs of service requests (Box 7),
the handling of queuing and job scheduling priorities
(Box 8), the provision of suitable means for both
client and system protection (Box 9), the require-
ments of matching the processing service requests
to the main processing system capabilities by
appropriate supervisory and executive control
routines (Boxes 10 and 4), and the orderly flow of
both programs and data to and from various levels
of storage (Box 6).

In Figure 2 we show those functions of Figure 1
that are most directly involved in the requirements
for efficient planning and management of informa-
tion processing systems as such, together with
indications of areas of current and continuing
R & D concern. We may consider more particularly
here the system design requirements for computer-
based multiple access or “‘time-sharing” systems.

I
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FIGURE 2. Information processing system management functions.
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“Time-sharing” is the most prevalent and popular
terminology for the concept of information process-
ing systems used by many different clients, with
effectively simultaneous response to their diversified
processing service requests, with at least the
apparent effect that the processing facilities are
“on-line”’ to them when they desire to use them and
with certain sharing of both data and programs
among different users.*!

In fact, some of this terminology is misleading,
and the processing system capabilities are not so
much shared as divided among many users, with
considerable swapping of system resources between
them, and with only intermittent access between
any individual user and the processor-storage
system and its procedures. Thus, we generally
prefer to use the more comprehensive term
“multiple-access system” to mean ‘“‘a system in
which multiple independent users are provided
service by the computer via remote consoles which
asynchronously communicate with the computer
on a demand basis.” (Morenoff and McLean, 1967,
p. 19). In general, the systems so-called do not
provide time-sharing capabilities, but they do offer
system-sharing capabilities.

2.2. Management of Multiple-Access Systems

Considerable current progress can certainly be
shown in the development and experimental use
of computer-based multiple-access or ‘“‘time-
shared” systems.2!? Nevertheless, many difficult
problems remain, including questions of responsive
scheduling, effective monitoring, fail-safe private
file or data protection, languages of access, and
efficient supervisory control.>? A complex inter-
mixture of hardware, software, and human be-
havioral factors is typically involved.

It is particularly to be noted that major R & D
efforts may be required to implement the diversified
functions of man-machine reactive procedures with
appropriate degrees of client convenience, system
efficiency, and economy.>® Licklider suggests
further that “industry has not devoted as much
effort to development of devices and techniques for
on-line man-computer interaction as it has to
development of other classes of computer hardware
and software.” (Licklider, 1965, p. 66.) Those
responsible for R & D program planning in the
computer and information sciences should therefore
be urgently concerned with the problems raised by
the potentials for increasing use of multiple-access
systems, generally.

2.2.1. General Considerations and Examples

Phenomenal growth is promised in the use of
such multiple-access systems over the next tew
years.24 Continuing difficulties are predicted,
however, with respect to such areas as adequate
programming languages, the appropriate design
of small inexpensive but versatile consoles for
personal use, and the provision of effective privacy

and protection facilities. From the system design
and management point of view, the challenges are
to take an overall planning approach, to look toward
the integration of many processes that are now
distinct, to seek maximum gains from all multi-
purpose processing opportunities that are available,
and to undertake a drastic rethinking of possible
trade-offs between benefits and costs.?42

Sutherland (1965) considers six varieties of on-line
information processing systems: (1) processing
control systems, where in manufacturing applica-
tions the potentialities range from feedback control
to the optimization of profit expectancies; (2) inquiry
systems, such as those currently used for airline
reservation purposes; (3) specialized on-line systems
for specific military applications but also for engi-
neering and design; (4) on-line programming systems;
(5) on-line problem-solving systems; and (6) on-line
instrumentation designed to bring a better under-
standing of the interplay of the programs and data
within the computer.

As examples of experimental developments and
applications of multiple-access systems whose
facilities are shared by different users, we may cite
first the case of mechanized documentation opera-
tions and secondly that of on-line problem-solving.
The “reactive typewriter plan”, proposed by Mooers
at least as early as 1959.2% foresaw not only inter-
library cooperation and interchange of records,
but tie-ins to a remotely located library or informa-
tion center for the individual user as well. Inputs
from remotely located typewriters or consoles via
teletype, telephone, and other communication links,
with or without secondary mode transmission via
voice channels, are the heart of remote-access time-
sharing systems already in experimental operation.

Among these experimental systems we note in
particular those that provide responsive and selec-
tive access to files of bibliographic data involving
scientific and technical literature. A first example is
that of the use of the M.LLT. Compatible Time-
Sharing System (CTSS) in Project MAC.2:6 This has
been used both by Kessler and in the experimental
SMART system developed by Salton and associates
at Harvard.2?” Kessler’s application involves
machine access, in a variety of selection-retrieval
modes, to a corpus consisting of bibliographic
references to periodical literature in the field of
physics. Recent developments include the imple-
mentation of a “more-like-this” request feature and
a provision for delayed service.?® Brown 1966
describes the use of this system for updating a book
on the basic data of plasma physics. For the future,
Wooster in a 1968 report proposes the Bibliographic
On-Line Organized Knowledge System, or BOOK.

At the System Development Corporation, the
(Q—32 time-sharing system is used both for experi-
mental application of question-answering procedures
to reasonably terse, relatively well-structured data
(robbery reports of the Los Angeles Police Depart-
ment) and for more generalized natural language
text processing with respect to the Golden Book
children’s encyclopedia.2-?



The BOLD (Bibliographic Organization for
Library Display) Project initiated at SDC by Borko,
involves a number of user stations equipped with
CRT display console, light pen, and teletypewriter.
The light pen is used to designate document cate-
gories (all members of which are displayed), to
specify data to be furnished in hard copy form,
and to reject data displayed during document
search. The keyboard is used to enter desired author
or index tag selection criteria. (Borko, 1965; Carter
et al., 1965, pp. 62—63).2-1°

Lockheed Missiles and Space Company’s on-line
document reference retrieval system was designed
for the in-house report collection of some 100,000
items as covered in the MATICO (Machine-4ided
Technical Information Center Operations) system.
Search and retrieval procedures, on-line, are based
upon such access points as personal and corporate
author names, keywords in title, subject headings
as assigned, report and contract numbers, and date
of publication.>!' Search restrictors such as an-
nouncement media may be employed and associa-
tional displays of index terms used in the system
may also be provided.?'?

Further details are provided by Summit (1967),
who describes the development of CONVERSE into
DIALOG, a system developed to investigate experi-
mentally the effectiveness of a user-directed
language designed to provide flexible means for
reference retrieval.2!* A resource-allocation scheme
for this Lockheed multiple-access library reference
retrieval system is discussed by Reiter (1967).

Other relatively recent examples include appli-
cations at the Moore School of the University of
Pennsylvania, such as Project CIDS (Chemical
Information Data System), which deals with
formulas, names and properties of chemical com-
pounds that match a client’s query, and Project
Vector which provides library information retrieval
services; >!'* an experimental system which has
been developed by Bunker Ramo for NASA; 215 the
augmented catalog of project Intrex2'* and
SAFARI, an on-line text processing system at the
MITRE Corporation.?-1¢ It has already been claimed
that ““there is a general feeling that on-line retrieval
is the next major development in information
retrieval, and represents the retrieval system of the
future.” (Drew et al., 1966, p. 341).

It will be noted that many of the proposed appli-
cations of such systems imply on-line problem-
solving capabilities on the part of the client in the
special case of retrospective literature search.> 162
More generally, on-line problem-solving possibilities
are claimed to provide one of the most challenging
areas for the further improvement and increased
use of multiple-access systems.> 16"

Such general systems will need to meet system
design requirements especially suited to the creative
user. They require consideration of the convenience
to such clients in learning to use, in using, and in
modifying their use of the capabilities offered.z!?
In particular, such systems may be designed to
some extent as ‘teaching’ machines?!'® and as

systems that provide for “mutual training” of the
man and the machine.?!* Sutherland suggests that
on-line problem-solving systems “will require
techniques for pattern recognition, process control,
and heuristic programming, and will unite them
meaningfully.”” (1965, p. 9.)

In the general case, however, these potentials
are closely related to far-ranging prospects for
graphical manipulation and display, especially for
applications to machine-aided design operations.
These prospects, however, will be considered in a
later section of this report (5.1.2). Let us next
consider here, then., the preprocessing of client
service requests in terms of job scheduling, queuing,
and priorities.

2.2.2, Scheduling, Queuing, and Priorities in Multiple-
Access Systems

In general, it is noted that ““computer time-sharing
attempts to phase the simultaneous execution of
two or more programs so that the execution of any
one of the programs occurs during the natural
dormancy period of the others” (Brown, 1965, p. 82)
and that, “‘typically, a particular user’s program
will be allowed to use a processor for a period of
time, will be stopped so that another user’s program
can run, and then at some later time will be
continued from the point where it was stopped.”
(Scherr, 1965, p. 1).21%% It has been appropriately
observed that effective time-sharing thus involves
time-slicing.?-2°

This is a problem area in which both theoretical
assumptions and pragmatic considerations based
upon relatively limited experience to date require
further detailed investigation and evaluation,
experimental exploration of alternatives, and study
of the design requirements for judicious balancing
of hardware and software contributions to an effec-
tive system solution.?-?!

The responsive scheduling of both client access
and job-processing requirements will necessarily
involve effective queuing procedures, routing
service and priority allocations, and on-line monitor-
ing of system operations (whether or not cost
accounting and billing requirements are also
involved.) Coffman and Kleinrock provide a 1968
survey of priority policies and scheduling methods
in use and, in addition, they discuss some of the
means by which various users may try to beat the
system. Lampson (1968) notes further problems of
management-control enforcement.2-212

Some number of different user-control modes
should be typically available. For example, in terms
of commerical service-center operations, Adams
(1965, p. 487) suggests that: ““The scheduling method
used in the KEYDATA system . . . allows con-
versational users to reserve a level of service for
minutes or hours at a time and guarantees that
they will receive at least the agreed level of services
on a minute-by-minute basis.” In other situations.
clients may wish to control whether their jobs are
to be processed by remote batch operations or in

9 99

a conversational mode.-'--



In the EDUNET planning conferences (sponsored
by the Inter-University Communications Council),
it was pointed out that both priority allocations
(including pre-emptive priorities) and reservation
mechanisms would be needed in order to assure
different classes of users their desired levels of
service.2?® In particular, Caffrey stressed the
following: “Priority is not a simple matter; there are
several kinds and issues:

entry into the system (being able to plug in);
preferential treatment in the stack or queue;
quality of response;

efficiency of operation;

user-priority vs. job-type priority:

levels of hardware, including storage capac-
ity.” (Brown et al., 1967, p. 214).

Early evidence of R & D concern in many of these
areas was presented at the 1963 Fall Joint Com-
puter Conference (Aoki et al., and Critchlow, for
example). Of the early JOSS (Johnniac Open-Shop
System) developments, beginning in 1963-1964,
Bryan reports that considerable effort was devoted
to instrumentation measures to record not only the
use of the system as a whole but also the charac-
teristics of usage by different users.?233 Kleinrock
(1966) discusses the theory of queues in relation to
experience of usage in time-shared computer sys-
tems. Some SDC developments include those of
Coffman and Kirshnamoorthi (1964), Fine et al.
(1966), Krishnamoorthi and Wood (1965) and
Totschek (1965).

Where there are many system clients for whom
effectively simultaneous access should be provided,
appropriate scheduling and queuing provisions
must be made. To date, such provisions typically
range from first-come-first-served and round-robin
arrangements (after a given processing interval,
if the first client’s problem has not been completed,
his programs, data, results to that point, and status
and re-start information are transferred out of the
active part of the system. Then the processing-
service requests and data of the next client in line
are swapped in, the system returning to the first
client only after all waiting clients have had an equal
opportunity for processing service) to procedures
based upon considerations of length of running
time required (e.g., short jobs first), with or without
priority-interrupt considerations.?-*4

In the latter case, overall system efficiency may
have a built-in self-improvement facility through
the training or disciplining of the typical client.
Scherr (1965, p. 105) suggests that: ““it seems that
scheduling, if properly executed, could be used to
‘mold’ the users to some extent by assigning priority
on the basis of job type, program size, program
running time, user think time, etc., etc. Then the
user, in trying to ‘beat the system’, will tend to
conform to the image of what the writers of the
scheduling program considered to be the ideal
user.” Further, “if the scheduling procedure gives
low priority to a user’s program because of one of

its characteristics (e.g., program size), users seem
to try to eliminate these ‘objectionable’ features
from their programs and interaction usage.”

On-line access scheduling may be arranged on
either an a priori or a dynamic basis.>?* Typical
system design and operation questions also arise
as to scheduling and queuing with respect to multiple
system components and as to the number of multiple
components necessary to maintain effective service
for the clientele.?-26

Areas of specific needs for further R & D investi-
gation include the following types of questions:

(1) Whether the specific time interval (or “quan-
tum”) allowed to the active client in the
waiting line allows, for most clients, an
acceptable delay-tolerance and, at the same
time, good system utilization? 227

(2) Whether mean-response-time is a good
criterion of either probable client-acceptance
or of system utilization? 2-2%

(3) Whether overhead time-and-cost requirements
have been effectively assessed? 2:2¥

(4) Whether comparison of program sequences
and data units is sufficiently systematic to
decide which priority choices will best con-
tribute to effective utilization? 2:3¢

In general, it has been claimed that “‘the major
issues involved in time management are those of
selecting a queue discipline, determining optimum
quantum size, and dealing with system overhead.”
(Schwartz and Weissman, 1967, p. 264.) On-line
monitoring, it should be noted, will often be required
in order to adjust for different input and service
requirements ‘“‘mixes” and to guard against such
phenomena as a number of different clients “getting
into phase with each other.” 23

“Then there is the difficult question of scheduling
in multiprocessor, multiprogrammed 2#'2 networks
and, more generally, in systems incorporating the
concept of the “information processing utility” 232
Stanga (1967) discusses the performance advantages
developed for the Univac 1108 multiprocessor sys-
tem in terms of multiple processing units and
multiple access paths to a variety of input-output
and peripheral storage devices. Manacher (1967)
considers the special problems of multiprocessor
control in the case of a ‘hard’ real-time environ-
ment —that is, one where there are rigid timing
bounds (both start-times and deadlines) upon
system performance.

Dennis and Van Horn (1965, pp. 3—4) discuss
various major characteristics of multiprogrammed,
multiprocessor systems in terms of the following
factors: (1) computational processes are run con-
currently for more than one user, (2) many processes
must share resources in a flexible way, (3) individual
processes post widely varying demands for comput-
ing resources in the same time period, (4) separate
processes make frequent references to common
information, and (5) the system itself must be
capable of flexible adjustments to changing require-
ments.



Multiprocessor networks may be required with
respect to a large, time-shared, computer-utility
system. In particular, such networks may often
involve relatively small or relatively inexpensive
processors to intercede for and to modify processing
requests addressed to the control system.?>33
Multi-level processors may also be involved in
routing, screening, analyzing, and consolidating
query and response traffic to and from the various
areas and levels of storage.?-3*

The assurance of such access, effectively on an
on-line or ‘“realtime’” basis, however, implies a
sophisticated supervisory control and monitoring
system plan, a flexible system language, and a
versatile system execution procedure.??* Tech-
niques of dynamic swapping, memory allocation
and relocation and of pagination are directed, often
with a high degree of interdependence, toward
solutions of this type of problem.

2.2.3. “Swapping,” Dynamic Memory Allocation, and
Pagination

With respect to Box 4 of Figure 2, there are shown
questions of dynamic memory allocation, pagination,
and “‘swapping”’. These questions obviously involve
highly interdependent relationships with the sys-
tem design problems that are involved in input-
output for multiple user systems, in the servicing
of client-submitted processing requests, and in the
effective management of hierarchies of storage.?3>

We have seen in the case of queuing and
scheduling of client interchanges with a multiple-
access system that, in accordance with various
processing specifications, one client’s program is
typically run for a certain interval and then replaced
by that of the next client to be served. When this
occurs, it is necessary to preserve the status of the
first client’s program, to make way for the require-
ments of the next client, and, at a later time,
to restore the displaced client’s program to
active operation. This is the process known as
“swapping.”’ %36

It is noted that the size of the programs and data
sets being interchanged between active and inactive
status will have considerable effect upon the
efficiency of the swapping process.>3” Improved
efficiency may result if both programs and data
sets are effectively modularized so that only those
parts actually needed for the new operation are
loaded into main memory.23% For another example,
at Wayne State University, Abramowich (1967)
considers special problems of central core storage
allocation in the case of iterative processes where
input data items once chosen are never again
needed. At Project MAC, an “‘onion skin algorithm”’
is used so that only those parts of memory are
dumped as are actually necessary to make room
for the incoming program. (Scherr, 1965, p. 36).

The problems of pagination relate in particular
to the size of the blocks (or pages) of information
that may be swapped between various levels of
storage and to the management of transfers of such

blocks in terms of processing efficiency. While
paging typically relieves the programmer of the
need to know and manage the actual physical
storage of his programs and data. >3 the size of the
available page may be critical.>3*" Other problems
involve questions of periodic “garbage collec-
tion’ 238  and of projected time-inactive con-
siderations.2-38d
pioneering approach to these problems in
terms of both pagination and of dynamic interchange
with respect to both program and data-set accessi-
bility was provided in the system design of Atlas.?-*
It is noted, in addition, that ‘““pioneering work on
the concepts of segmentation and the use of predic-
tive information to control storage allocation was
done in connection with project ACSI-MATIC.”
(Randell and Kuehner, 1968. p. 299). Such problems,
in general, continue to occupy the attention of
system designers.2#® “‘Since the effectiveness of a
system increases as the service facilities are shared,
a major goal of future research is a system with
multiple access to a vast common structure of data
and program procedures: the achievement of
multiple access to the computer processors is but
a necessary subgoal of this broader objective.”
(Corbato, “System Requirements . . .”’, n.d., p. 3).
In addition, hierarchies of storage as physical
facts, but of virtually infinite file-memory access
from the wuser’s point-of-view, are implied.?-4!
Problems of dynamic memory allocation and relo-
cation, of “placement’ and “‘fetching’24!? are thus
involved at a number of levels of storage.>* How-
ever, many current difficulties are to be noted. For
example, Wagner and Granholm state that as of
1965 no executive or software system has satis-
factorily solved the problems of treating the storage
hierarchy as though there were only a single store.?#
In general, dynamic storage allocation techniques
are intended to provide flexible means for antici-
pating demand on the part of either the client or
the executive control mechanisms of the system
itself 2+ to optimize the utilization of primary access
memory 2% and to provide for the calling up of
programs, subroutines, and the data to be processed
only when, and to the extent, that these are opera-
tionally required.?#¢
An obvious problem arises in terms of variable
data structures with respect to the flow of programs
and data to and from the various levels of access?#7
Such exchanges need also to be accomplished with
minimum delay not only for overall system efficiency
but also in terms of client patience with respect to
the time-scale of response to his requirements?-
Specific system design suggestions include the
development of special processors operable in
parallel with the main system >+ and the use of a
unified approach to the interlocking problems of
allocation, relocation, address indexing, and pro-
tection devices.23® Ramamoorthy (1966) discusses
“look ahead” considerations with specific reference
to multiprogramming situations. Walter and
Wallace (1967) discuss problems of program lengths,
execution time requirements, average time to



process, and loading times in terms of operations
at academic computer centers.

There will be, in addition, need for the most
careful analyses of typical requirements for pagina-
tion or segmentation both of data blocks and files
and of programs, including the use of grouped or
clustered pages.>®' Again, we must consider and
evaluate the most effective lead-times and critical
path schedules for foresighted transfers of data
and programs between the various levels of
storage.>->'?

For such reasons, Opler concludes: ““the achieve-
ment of dynamic flow through hierarchical storage
will not be easy. Interdevice channels and control
mechanisms must be developed. Requirements for
development of control programs will be heavy.
The devising of new system analysis and description
tools is also required.” (Opler, 1965, p. 276).

Evans and Leclerc (1967) claim that interactive
response systems are typically mere adaptations of
conventional systems and techniques and are thus
“far from ideal in many respects”. They are there-
fore concerned with developing improved mech-
anisms for protection, address mapping and sub-
routine linkages.

Problems of efficient storage allocations in terms
of hierarchies of access and of dynamic flow
between levels of storage are interrelated in many
ways.25 Nevertheless, while techniques of dynamic
storage allocation and pagination as currently
available solve certain problems of processor
system management and control, they also raise
continuing problems of more. effective overall
system design.>%® For example, studies at System
Development Corporation have shown that a variety
of programs may require ‘“‘considerable reorganiza-
tion to operate efficiently in a demand-paging en-
vironment.” (Fine et al., 1966, p. 11).2:332 1t may be
noted further that ‘“an examination of the ‘space-
time’ product for a program illustrates the dangers
of demand paging in unsuitable environments.”
(Randell and Kuehner, 1968, p. 303).

So. too, there are problems of ‘“‘pagination con-
straints”. With many of the systems so far designed
for dynamic memory relocation applications, the
“pages” of either program-control or data constitut-
ing fixed-length blocks used for rapid automatic
transfer between different levels of storage and
processing-access are arbitrarily fixed, perhaps
generously. Thus, for many applications, a *“‘page”
of say 2,000 machine words is generally adequate for
subroutine callup or file subsection processing.
However, requirements for certain types of experi-
mental investigations and for many practical
graphical data processing operations typically
involve the processing of two-dimensional arrays of
data for immediate and simultaneous access of
areas exceeding fixed pagination limitations.

For example, in the case of a 30,000 + quantized
bit scan of a 2 x 2" photograph, the input may well
exceed the limitations of say, a 2,000-computer-word
“page”. Perhaps the input may be judiciously
juggled to fit within a 4-page reserved area (with both

programming and processing penalties), but, in
other cases, nine of such pages would be required,
with even more severe penalties. Beyond this, there
is the question of the programming effort and com-
puter processing time necessary to achieve, over
pagination boundaries, bit manipulation tests and
improvements for the total input image area.

Another area of current difficulty is discussed by
Head as follows: “Often such read-in and relocation
schemes divide core memory into fixed blocks which
form a repository for programs of a standard size.
This, of course, forces the programmer to make
a rigid segmentation of his program into one or
more chunks which will fit into the arbitrarily-
defined core blocks at read-in time. In a higher-level
language, each statement written by a programmer
will produce a fairly large yet unknown number of
actual machine instructions. This is almost certain
to (1) aggravate the read-in problem by producing a
greater total number of instructions than would one-
for-one machine coding, and (2) prevent the pre-
planned division of programs into relocatable seg-
ments of standard length.” (Head, 1963, p. 40).

Finally we note that continuing R & D concern
should be directed to the problems of providing
adequate protective devices in multiple-access
systems, to be considered next.

2.2.4. Client and System Protection

The R & D problems involved in the general area
of development of processing specifications (Box 9
of Figure 2) will be considered in more detail in a
later report in this series with respect to the com-
plicated requirements of truly flexible information
search, selection and retrieval procedures. Similarly,
background considerations for system design in-
volving problems of privacy, confidentiality, or
security will be covered in a separate report.
However, we may consider here as specialized
processing specification requirements the provision
of means to protect the system from the client,
the client from the system. the system from its
own malfunctioning, one client from another, and the
client from himself.

Scheduling and priority-interrupt features come
first to mind, but at a more advanced stage of system
planning and design we need to look at very real
requirements of protection from unauthorized
access, as well as those of system efficiency.2-33?

In particular, multiple-user systems require the
provision of adequate protective devices for in-
dividually owned files and data banks and programs
and “‘custom” subroutines for shared data, programs,
and program segments, and for the executive,
supervisory control, and accounting programs of the
system itself. First is the need to shield the system
from inadvertent errors, clumsiness, and un-
authorized access on the part of a particular client.
Thus, regardless of the degrees of privacy required
for different clients, the system itself needs pro-
tection. This type of situation is especially acute
in situations involving user debugging of new pro-



grams or. even more critically, the insertion of new
routines into existing programs.*

Then there are the questions not only of system
protection from the user, but also of client pro-
tection from the system. We note that in the de-
bugging situation, in particular.2%¢ programs still
under development by some users should not. by
error, interfere with procedures being run, simul-
taneously. for other clients of the system.2-3*

For the protection of the user from himself, on-line
debugging programs require efficient supervisory
and monitoring control programs (see, for example,
Evans and Darley, 1965). In other cases. a combina-
tion of hardware and software techniques may be
used. Thus. in a project at the University of Pennsyl-
vania, “a small computer [PDP-5| has been used
between the questioner and the central processor
to act as a filter, so that before a question gets
through to the big computers, it is stated correctly.”
(Electronics 38, No. 18, 36 (1965).)

Next, the various clients need reasonable assur-
ance that the material they have stored in the
system, both programs and data, will be retained
without loss, or that it can be recaptured or restored.
However, with respect to this aspect of the pro-
tection of the client from the system, it is noted
that, for example at Project MAC, while system
malfunctions have caused some losses of client
programs (and even of data), this experience has
not apparently discouraged continued use.?? In
Kessler’s applications of the M.I.T. system, monitor-
ing programs have been developed to check the
continuing integrity of the data on file.2% Typically,
the client of a multiple-access system will also
require protection from various types of on-line
instrumentation techniques.2-37

Where several users’ programs and/or data are
simultaneously held in main memory, adequate
measures of mutual memory protection must be
employed.?%® It is necessary that such measures
should be extremely flexible because of the rapidity
with which swappings and relocations can occur 2
and multi-level spheres of protection may be
required.>-5¢

Beyond these questions are the problems of
access to shared processor-systems and to multiple-
use, consolidated program facilities, common-use
and centralized data banks. “The most delicate
aspect of the operation of a multiple-access system
of the MAC type is the responsibility assumed by
the system managers with respect to the users’
programs and data that are permanently stored in
the disc files. Elaborate precautions must be taken
to protect the contents of the disc files against
malfunctioning of the system, as well as against
actions of the individual users.” (Fano, 1964, p. 18).
Notwithstanding the urgency of these requirements,
however, much remains to be done. For example,
“in present-day on-line systems, protection among
processes performing different tasks is either

*In this case. obviously, the “client™ mayv well be a programmer on the staff of the
processing system facility.

absent or confined to one level of object processes
that run under the egis of a master control pro-
gram.”” (Dennis and Glaser, 1965, p. 9).

2.3. System Control and Performance
Evaluation

Closely related to the problems of scheduling,
dynamic memory management. and protection
mechanisms are the questions of effective super-
visory control and performance evaluation of sys-
tems under various conditions of use.26% p
particular, “the total system should be designed
to do its own bookkeeping and accounting func-
tions —keeping track of usage, hours, volumes,
times, etc.—both for evaluation of the system and
management of costs.” (Brown et al., 1967, p. 219).

Concurrently, however. the client ‘“‘needs control
over the generation, revision, naming and execution
of his job-oriented processing routines, as well as
the storage and retrieval of such processing routines
as part of his data base. He needs to be able to
manipulate logical and arithmetical operators,
planning factors and parameters. models and pro-
jections of relevant job-oriented operations.”
(Bennett et al., 1965, p. 437.)

Special problems of system design and control,
including processor and program developments,
on-line debugging and instrumentation, and system
simulation will be reviewed in another report in
this series (on overall system design considerations).
We note here. however, that *‘the burden of estab-
lishing proper control procedures falls on the
system designer who must in so doing use tech-
niques of information theory, quality control,
information redundancy control, error detection
and correction. numerical analysis, queuing theory,
sampling theory, statistical reliability. data reduc-
tion, cross correlation, display theory, decision
processes, etc.” (Davis, 1964, p. 468). Further.
“suitable provisions for performance monitoring,
trouble detection, and quality control should be
included as part of the system design.” (Israel,
1967, p. 203).

Examples of various diagnostic and monitoring
systems include QUIK TRAN as used in the inter-
pretive mode.?%" the General Electric GECOS II
[General Comprehensive Operating System] pro-
grams,?-%% the PILOT system at M.I.T. 26% and a
computer “Time Monitor” available from Applied
Logic Corporation of Princeton, New Jersey.2-6%
Hornbuckle (1967) describes a combined hardware/
software monitoring system for graphic display
applications in the Project Genie time-sharing
system of the University of California.

Among the type< of system performance factors
of interest to system managers or users (or both)
are measures of memory, paging, and subrouting
activity.>8! loop factors and trap activity 262 queue
length and work profiles.2-63 Coggan (1967) suggests
other measures as well.264 Randell and Kuehner
(1968) stress the significance of the ‘“space-time



product™.264 It is noted that *‘users very often want
to know whether and how many channels or storage
areas are available, how many other users there are,
whether they can schedule use of the system at
predetermined times. how much of their allotted
time has been expended, etc.” (Caffrey. in Brown
et al., 1967, p. 219).

An M.LT. example is the TTPEEK command
“which allows a user to inspect both the allotments
and usage of his central processor time, as well
as his disc, drum, and tape records.” (Corbato, 1967,
p. 95). A monitor program described by Fiala (1966)
displays for all users the size of programs, priority
information, and information as to memory space
activity, among other factors.>® However, “it is
generally agreed that, constrained by cost, the aver-
age response time is the single most objective per-
formance measure to the user at present.” (Estrin
and Kleinrock. 1967, p. 86).

A simulation program developed by Blunt (1965)
dealt primarily with first-come, first-served queue
unloading strategy. but consideration was also
given to selecting data units with the shortest
servicing time. and other factors.?% Other examples
in the literature include the studies of Krish-
namoorthi and Wood (1965) with respect to a limiting
distribution of user congestion and of Kleinrock
(1966) involving the use of a queuing theory model
for the analysis of sequential processing machines,

as well as his 1966 and 1967 theoretical studies of
systems.

For his Ph. D. dissertation at UCLA, Coffman
(1966) has investigated various stochastic models
of multiple and time-shared computing operations.
Elsewhere, Coffman and Wood (1966) have reported
further on inter-arrival statistics for the SDC
system and Coffman and Varian (1968) consider
problems of page relocation algorithms.>%% Wilkes
(1967) reviews a variety of page turning and related
problems.2-66" Chang (1966) provides a queuing
model for non-priority time-sharing such that
queue length and response time and their distribu-
tions can be readily estimated. Another theoretical
investigation of both round-robin and priority
scheduling systems is provided by Shemer (1967).

Then there are studies by Martin and Estrin
(1967) showing that a priori estimates of computa-
tion times for given problems on given systems can
be generated by modelling these computations with
transitive directed graphs. Other theoretical models
are exemplified by Kleinrock’s (1967) treatment
of time-shared computing facilities as stochastic
queuing system under priority service discipline,
and with the performance measure based upon the
average time spent in the system. Nevertheless,
many questions of comparative efliciency remain to
be explored.?-%5¢

3. Storage, File Organization, and Associative Memory Requirements

Returning to Figure 2. it is to be noted that the
development of efficient and economical storage
techniques is the area of continuing R & D concern
with respect to Box 6. Many of the specific problems
of organization and input of material for storage.
questions of file management, digital versus facsimile
storage. and availability of improved storage media
(including microforms) will be covered in other
reports in this series (e.g., with respect to the
domain of information storage. selection. and
retrieval research. or, in the case of advanced devel-
opments in storage media. to overall system design
considerations). Here, we shall emphasize some of
those aspects of information storage functions and
techniques that are most closely related to the prob-
lems of management and use of multiple-access
information processing systems. More particularly,
we are concerned here with hierarchies of storage
systems, with some of the factors in efficient file
organization, and with questions of associative
(or “‘content-addressable”) memory requirements.

In general, the processing of large volumes of
data to provide varied forms of efficient and eco-
nomical storage is becoming more and more feasible
technically, operationally, and economically. As a
consequence., more attention needs to be paid to
multilevel representations of the information con-
tents of stored items as well as to suitable hierarchies
of access, search, matching, selection, and retrieval
procedures.
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As of 1968, magnetic core techniques are still the
principal media for main-computer, rapid-access,
information stores. Because of multiple-user
demands, as we have seen in the previous section
of this report, such “memories” (even although they
may have typical capabilities of a million bits
storage and cycle times of a microsecond or less),
require considerable “swapping” and ‘‘pagination”
requirements for time-shared, time-slicing usage.
However, it is noted that “memory paging, or pro-
gram segmentation, reduces the size of the main
memory but increases that of the bulk storage”,
(Riley, 1965, p. 74) and that therefore increasing
concern should also be directed to the management
of such secondary storage. It is further to be noted
that the effective management of secondary or
auxiliary storage has been a recurrent problem for
both system designers and programmers over the
years.?!

Efficient and economical storage will involve the
interdependence of a number of different factors.
Among them are the following:

(1) The development and utilization of storage

media at many levels of access, density of
of information packing, and storage capacity.?*

(2) The effective organization of multi-level
storage in terms of hierarchical access
provisions.3-3

(3) The effective organization of multi-level

storage in terms of parallel processing.



(4) The integrated systems design of programming
control, processor capabilities, and storage
accessing for dynamic internal memory allo-
cation and relocation.3*

(5) The organization of the file or files at any given

level of storage, with due consideration to the

most harmonious balancing of maintenance
and up-dating 242 indexing and cross-referenc-
ing, multiple copy deposits, statistical data on
usage, usage-expectancy factors requirements,
and the extent to which typical users require

responses at such-and-such thresholds (im-

mediacy of response, comprehensiveness

versus pertinency, volume of response).

The provision of useful guides, indexes,

delimitors (or restrictors) and identifiers,

content-indicating clues, and access-priority
scheduling, to various sections, compart-
ments, or stratifications of the file or files.-?

The provision of adequate memory protection

devices, including write-protect, read-protect,

and overwrite protection.* -3

(7

(7)

3.1. Hierarchies of Storage, Data
Compression, and Data Consolidation

Just as dynamic memory allocation is increasingly
demanded in processor systems involving multiple-
access usage, so dynamic space allocations between
levels of storage require a new concentration of
system design efforts.?% As of today, conflicting
demands of fast access and retrievability on the one
hand and of compact and economical storage of
very large masses of data and recorded information,
on the other hand, dictate compromises based upon
multiple levels of storage.®”

The trend toward more versatile and convenient
means for man-machine interaction in time-sharing
and remotely accessed systems where more than
mere text-message processing is desired can be
expected to continue its current momentum. New
emphases in multiple-access systems planning are
therefore being directed toward the problems of
providing large capacity data storage banks or files
organized in hierarchies of accessibility, especially
where different users have differing need-to-know
privileges.

It is likely in many potential applications that file
organization strategies should be geared to either
on-line and multiple-access or to batch operations
and/or to suitable admixtures of client-controlled
and job-shop-controlled priorities of access and
processing. In such circumstances, Benner (1967)
considers certain minimal file design considerations
involving security, recovery, optimal location/
addressing, flexibility for meeting changing require-
ments, and compatibility with the programming
system and language(s).>7®

"‘Se_e also the separate report in this series on some of the background considerations
affecting problems of privacy, confidentiality, or security in information processing
systems and networks.
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3.1.1. Hierarchical Memory Structure

Hoagland ** notes that hierarchical memory
structures, with various levels set by access-time
characteristics are needed to balance costs,
capacities, and access requirements, that the
“main” memory size is tied to processor rate in
such way that the faster the latter, the larger and
faster the memory must be to keep pace. and that
economical mass-memory systems represent the
key to many new applications.

We envisage. first, hierarchies of storage with
appropriate balancing of capacities, access time
considerations, and usage-demand probabilities.
The total storage facilities would be compart-
mentalized as appropriate by the various types of
data to be stored. by usage considerations, and by
other criteria conductive to effective maintenance
and manipulation. They would be organized in
such way as to enable adaptive change to new or
modified processing requirements. An important
consideration here is that of the provision of
“streaming’’, or equivalent techniques.?*

Hierarchies of storage, especially those involving
large bulk memory devices, also suggest the use of
redundant recording techniques for improved
random access. For example, if fully adequate
techniques for machine translation were available,
it is not necessarily the case that significant improve-
ments in either mass storage capacity or speed of
access would be required before production use
could become practical. First, advantage might be
taken of Zipf’s law respecting the distribution of
word frequency possiblities, to organize a hierarchy
of dictionary storage and access. Bowers (1966)
discusses as one example a dictionary stored for
machine translation applications where perhaps 35
percent of the accesses might be to less than 20 of
100,000 entries. He suggests that “in most cases,
some combination of different redundancy fractions
for several subsets of the store will achieve the
minimum access time.”’ (p. 44)

Again, hierarchies of storage may be used to
improve the efficiency of list-processing operations
as described, for example, by Cohen of the Uni-
versity of Grenoble (1967). This investigator con-
cludes that the best strategy for selecting the least
active pages is that of time of inactivity. (See also
Bobrow and Murphy (1967) for discussion of adapta-
tions of the LISP programming system to a two-level
store.)

Then there are questions of efhicient and eco-
nomical storage with respect to the items them-
selves, including compression, truncation, use of
the information contained in a record to determine
automatically its proper storage address, and use
of storage addresses as the surrogates for search
and retrieval of the stored item itself.

3.1.2. Data Compression and Consolidation
System organization of central processors and of

storage systems can be expected to become increas-
ingly modular, and with maximum provisions for



compatibility (or at least convertibility) as between
large and small system configurations available at
different locations. However, we may also consider,
with respect to system requirements for efficient
and economical storage, not only the problems of
hierarchies of access but also those of compression
of the data actually to be filed.

A typical instance is that of pictorial data repre-
sentation. Beyond the photographic (or equivalent)
means for full, conservative, input data storage
(a copy, microfilm or otherwise, for the facsimile
representation of the input item) lie possibilities of
reductive transformations.* Here, the continuing
R & D requirements with respect to information
processing system design involve fact-finding and
technical analyses.

In particular, we need to learn whether such
reductive storage can be so developed as to provide
the appropriate type of reproducibility. A given
system may require either reduced facsimile of the
original, giving only pre-defined significant features,
or an enhanced facsimile eliminating noise or re-
dundancy and emphasizing features such as
boundaries and edges, or a complete replica of the
initial input image. In other situations, processes
of re-computation and re-creation to produce a
reasonable reconstruction of the original input
may suffice.

We would also look forward to increased use of
redundancy eliminating fact-correlations, duplicate
checking, and validation techniques applied to
items available as input for potential retrieval in
order to keep storage requirements within manage-
able bounds. In addition, as Mooers (1959) has
pointed out?!® the achievement of a minimal
redundancy store is of considerable significance
from the client’s standpoint and from that of overall
system effectiveness. In particular: “The . . .
[more compelling] reason to avoid redundancy and
filler matter is that putting such matter into the
store is not the end of it, if the retrieval system is
any good. The text, with allits filler and redundancies
will keep coming out of the system, time after time,
with a consequent vast waste of human effort that
will be continued indefinitely into the future.”
(pp. 27-28)

The basic procedures for storage in the overall
system should obviously be simultaneously effective,
efficient, and economical. Effectiveness and econ-
omy combined may relate, for example, to storage
of textual messages in facsimile-reproducible form
but with brief, independently searchable, content-
indicia and with appropriate selection-retrieval
addresses as typical query-output. Yet many con-
siderations of user-acceptance, user-convenience,
availability of suitable microform readers, queuing
considerations, and other factors may well affect
the economics of the situation.

For example, cost considerations (specifically
including considerations of total storage require-

_ *See also Section 3.4 of the first report in this series, Information Acquisition,
Sensing, and Input.
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ments, including those of an archival nature), may
well dictate microform storage, yet the effectiveness
and efficiency of the system may be lowered because
of client low-usage or dissatisfaction with microform
outputs generally.>1% The economics of storage for
subsequent selection and retrieval of specified
items relate then, first, to the costs and problems
of storage as such and, secondly but not least as
critically, to the problems of selective recall and
effective utilization. The obvious requirements here
are therefore those of effective file organization
both for purposes of economical storage and for
those of eflicient search, selection, and retrieval.
Beyond these are possibilities for adaptive reor-
ganizations of the file based upon various types of
system feedbacks.

Prywes comments that “file organization, which
in the past has been given a secondary position in
overall system performance, should instead be the
kernel of future systems”, and, further, that “‘the
sharing of the information in the common store is
technically one of the most demanding, and intel-
lectually the most intricate, functions of the system.
Continuous enhancement of this capability must be
provided through reindexing and reclassifying the
changing organization of the total information.”
(Prywes, 1966, p. 460).

3.2. Problems

of File Organization and
Structure

Problems of file organization again involve the
need for dynamic memory allocation facilities for
the hierarchy of storage systems so that files may
be set up in layers of segmentation and be rapidly
re-organized according to frequencies of usage.
Thus, “the system must have dynamic memory
allocation, alternate forms of data structure, and
a data management and transfer mechanism so
that the same data can be used in all aspects of the
problem solution.” (Roos, 1965, p. 423).

For whatever purpose machine-searchable files
are used (record-keeping, inventory control, docu-
mentary-item-surrogate storage, or data-, record-,
item-, and fact-retrieval), there is a commonality of
three principal kinds of operations upon the files.
These three types of file processing are those of
file input and organization, file search and selection,
and file maintenance and up-dating.31% An example
of multilevel file organization for a dynamic system
is provided by ver Hoef (1966) with respect to the
INTIPS (Integrated Information Processing System)
of the Rome Air Development Center.3-1%¢

The design of effective file organizations will
involve first the consideration of the levels of
storage required in terms of items of different size
and of different type. Similarly, consideration should
be given to frequencies of estimated usage. This
may take the form of either activity analysis 3!! or
of estimates based upon the age, currency or likely
usefulness of items stored in the file.>12 Possible
self-adaptive features should also be considered.



In particular, file organization must be capable
of changing in response to changes in needs for
information and also in response to both qualitative
and quantitative changes in the contents of the file.
There exists therefore a requirement to explore
concepts and techniques that will make feasible
self-adaptive features in both file organization and
in search strategy. (J. Blum and ]J. Guy, private
communication).

There is a wide variety of alternatives with
respect to different methods of file organization,
whether these are planned with reference to most
efficient storage-retrieval operations or whether they
are designed with reference to presumed search-
selective effectiveness. We may find relatively ran-
dom file organizations or arbitrary orderings of the
records to be stored in the file; for example, in
libraries or document collections, by physical di-
mensions of the stored items, by date of accession,
by age class, by journal volume identification, and
the like.

Partially arbitrary orderings of the files may be
imposed in the form of alphabetical sequences of
stored items by their source or author, or by whether
or not they fall within certain prescribed chrono-
logical time periods, as in many typical correspond-
ence files. Then, in the case of uneven file distribu-
tions as determined by continuing activity analysis,
there are possible random orderings based upon
such assumptions as the following: “The generally
accepted solution is to pick a storage location
capacity (bucket), which tends to make overflows
likely and empty buckets rare. The storage method
then goes on to dispose of the overflows by a second
rule, e.g., chaining, storing overflow addresses in
the bucket, or by assignment to another area.”
(Dumey, 1965, pp. 258—259).

Hierarchically ordered files typically involve
classification schemes and structures of various
types and, where it is not possible to determine an
exclusive classification for a stored item, the use
of cross-reference techniques including the place-
ment of multiple copies of a particular item under
several different classification categories, thus
providing multiple parallel access to different sec-
tions of the file. This is the practice, for example,
not only in the hard copy files of the U.S. Patent
Office, but in microform storage and retrieval sys-
tems such as the Eastman Kodak Minicard
developments.3-122

In the case of a partially ordered file organization,
there are frequently to be found broad groupings of
stored items with perhaps random or arbitrary
orderings within each group (e.g., a “bin’” approach)
or orderings by frequency of usage and the like.
The latter type of organization is designed to be
particularly responsive to a specific clientele or
usage environment.3-13

Next to be considered in generalized information
processing system design and use are problems of
input-output with respect to the files involving con-
siderations of volume and processing time require-
ments and questions of efficient space allocation
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and utilization. Then there are problems of whether
new material may be substituted for or used to re-
place other material in whole or in part, updating
problems generally, and questions of whether incom-
ing items require transcriptions, re-recordings, en-
codings, reductive transformations of various types,
or reproduction as microforms, and the like.

A special problem with respect to efficient and
economical storage of items to be searched and
retrieved is that of the encoding of pictorial and
graphic information for compact storage, but with
full-scale facsimile reproduction capabilities avail-
able upon demand. In this area of pictorial data
coding, a special case is that of two- or three-dimen-
sional representations of chemical structure informa-
tion. As has been noted in the first report in this
series, (on information acquisition, sensing, and
input) a number of coding, ciphering, and notation
schemes have been under development for linear
representations of such structural data in machine-
useful form.

Holm (1965) notes that: “Much work is under way
to store pictorial representation, such as the chemi-
cal structure, in packed coded or binary form, with
the reproduction of the original pictorial form upon
request either as a display on film, or printed.”
However, other pictorial data, such as photographs,
may probably be stored most efficiently in their
original form, in reduced facsimile such as micro-
form, or as TV recordings.3-1*

Other design requirements relate to problems of
access to physical storage and to withdrawals and
replacements of items to and from the store. There
are maintenance problems including questions of
whether or not the integrity of the files must be
maintained (i.e., a master copy of each original item
accessible at all times), and whether provisions
should be made for the periodic purging of obsolete
items and revisions of the file organization in ac-
cordance with changing patterns. of usage or re-
sponse requirements.®!*? Other design questions
relate to requirements for display of all or part of an
item and/or indications of its characteristics prior
to physical retrieval.

With respect to storage media and equipment
considerations, the information processing system
designer must not only be concerned with the char-
acteristics of materials suitable for storing informa-
tion (to be discussed in another report in this series,
on overall system design requirements), but also
with those characteristics affecting the selected
methodology of file organization and the total sys-
tem design. For example, he must carefully consider
the interaction between such variables as the size
of the file, its organization, the search strategy or
strategies to be used, and equipment speed. (See
Blunt, 1965, p. 14).

We shall return to these and other R & D con-
siderations in other reports in this series when we
discuss the more specialized problems of informa-
tion storage, selection, and retrieval systems as
such, but we note here that many levels of file
organization and file compartmentalization may be



used to speed search processes, to conduct multiple
searches in parallel, and the like. In particular,
data bank management design requirements create
file organization problems of increasing severity.3-14P
In general, where there are increasing opportunities
for the establishment and multiple-access use of
large-scale data banks, there are increasingly difh-
cult R & D problems in file organization, file mainte-
nance, and file protection.

As Orchard-Hays has emphasized: ‘“Probably
the knottiest problem facing system designers today
is how to set up, maintain, control and protect huge
libraries of heterogeneous data, wll changing at
different rates and in different ways . . . It is clear
that the systems designs of the past are entirely
inadequate . . .” (Orchard-Hays, 1965, p. 240).
Moreover, it is claimed that ‘“unfortunately little
research has been done on methods of organizing
and structuring large files. As a result, the available
concepts are primitive. One principle is clear: our
needs for information are changing; therefore, our
file organization must be capable of changing.”
(Borko, 1965, p. 24).

3.3. Associative Memory Considerations

The concept of associative or content-addressable
memories *'> has been hailed for well over a dec-
ade *'% as the potential. panacea for many inter-
locking. multiple-aspect processing problems,
specifically including those of information storage,
selection and retrieval systems.?17 As of 1967—-1968,
however, little practical realization has been
achieved except on a very small scale 31* and some
observers predict that this condition will continue
for some time to come.? 184

Large-scale associative memories have, on the
other hand. been simulated on computers, notably
in Fuller’'s 1963 dissertation investigations?!? at
the Moore School by Prywes and associates >>° by
Landauer #2*2 and by Feldman.32! In particular,
Prywes and Gray (1963) claim that the use of an
addressable memory to carry out an associative
memory scheme provides a flexibility that would be
difficult to achieve with built-in associative hardware.

In a 1967 state-of-the-art review, Minker and
Sable comment: “It was refreshing to see the
Government support studies leading to quantitative
results in the study of hardware vs. software imple-
mentation of associative memories. We note that
these studies did not show the hardware associative
memories to be significantly advantageous. Addi-
tional quantitative studies are needed to define the
types of problems for which hardware associative
memories of various sizes could be useful.” (Minker
and Sable, 1967, p. 151).

The following desiderata, however, are indicative
of continuing R & D concern with respect to memory
system design: “Features of the memory structure
desirable for a complex processing system are
listed below:

1. The number of different lists of items of in-
formation, length of lists, and length of informa-
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tion of the item in the memory should be per-
fectly flexible (except for the total memory
size).

It should be possible to add, delete, insert and
rearrange items of information in a list at any
time and in any way . . .

The nature of the items in a list should not be
restricted. An item may be a symbol, a number,
a combination of both in any length or an
arbitrary list.

It should be possible for the same item to
appear on any number of lists simultaneously.”
(Hormann, 1960, p. 4).

The area of “associative” or ‘“‘content-addressable”
memories will thus require considerable further
R & D effort in both hardware and software, includ-
ing new approaches to file organization.

Starting on the software side, we note the emerg-
ence of list-processing languages intended to facili-
tate symbol manipulation directly and thereby
problem-solving activities more generally.3-22 Limita-
tions with respect to multiply-associated data have
led to variations involving threaded-lists, inverted
lists, and multilist program structures?? and
special systems such as Rover.??* A deliberate at-
tempt to compromise between fixed file organization
and list-processing techniques, providing for the
building of associative sublists if and only if needed,
was indicated in the relatively early NBS model of
“selective recall”. (Stevens, 1960).

For multiply-related, multiply-associated data in
a large file, the problems of efficient storage, selec-
tion, and access may involve considerable emphasis
upon formal modellings of the possible system
parameters and configurations. Here, considerations
of efficient machine manipulations of graph-the-
oretic techniques, input-output economics in the
most general sense, control system theory, and
studies of the problems of aggregation and partial
aggregation may have considerable pertinence.

New technologically-feasible approaches to truly
massive direct access file media and to file struc-
turings of the associative memory type point to
significant alleviation of some of these problems
in the not too distant future. On the other hand, it
is not yet clear that enough is now known about
multiply-related and associated data to establish
organizational schemas that would take best ad-
vantage of these promised technological advantages.
Other questions as yet largely unresolved include
those of the development of performance measures
adequate to depict the appropriate trade-offs be-
tween storage economy and selection and retrieval
effectiveness for a particular application. A familiar
question in the literature of the information storage,
selection and retrieval field relates to the relative
efficiency of “linear” or “‘unit record” or ‘“term-
on-term” as versus ‘“‘inverted” or ‘‘item-on-term”
files, and combinations of these two approaches,3-242

Some investigators who are concerned with
problems of efficient file organization and file
structuring from the points of view of effective



compartmentalization and efficient search strategies
have never-the-less tended to neglect the problems
and prospects of screening or sieving devices as
an important contribution to search tactics.?42

An example of compartmentalization and screen-
ing techniques has been suggested in the case of
fingerprint identification as follows: *’If each finger-
print in a set is simply classified according to wheth-
er it conforms to a particular type of fingerprint
pattern, e.g., ‘whorl’, the file can immediately be
divided into 1.024 separate file sections representing
the different possible combinations of the 10 fingers.
More detailed analysis permits further refinement of
the groups. With over a thousand file sections and
the potential for easy subdivision within each sec-
tion. the searching of even a multimillion-print file
is not too forbidding.”” (Cuadra. 1966, p. 7).

On the hardware side, we are faced with severe
problems of economic and practical feasibility in
achieving large-scale, relationally associated data
files to date. Small, very fast (e.g., tens of nano-
seconds performance). memories of the associative
or content-addressable type are beginning to appear
in operational systems. primarily as ‘‘scratchpad™
memories, which are defined as ‘“‘small uniform
access memories with access and cycle times
matched to the clock of the logic” of the main
processor. (Gluck, 1965, p. 662).

These scratchpad memories are typically used
for such purposes as reducing time of access to
instructions, microprogramming. buffering of
instructions or of data that is transferable in small
blocks (as in the ‘“‘four-fetch” design of the Bur-
roughs B 8500 system).?2® storage of intermediate
processing results, table lookup operations, use as
index registers 3252 and, to a limited extent, content
addressing.3-2% Gunderson et al., of Honeywell (1966),
discuss associative memory techniques as used for
control functions in a multiprocessor system — more
specifically, to provide dynamic control over proc-
essor assignments, to mechanize automatic page
turning schemes, and to provide other functions
relating to I/O executions and to parallel
processing.3-27

Other than such scratchpad memory usage,
several special-purpose and experimental associa-
tive memory developments may be of interest. One
is Librascope’s APP (4ssociative Parallel Proces-
sor), as described by Fuller and Bird (1965), intended
for use in such tasks as pattern-property-extraction
and pattern classification.?27 Another example is
the Pattern Articulation Unit and related parallel
processing capabilities of the ILLIAC III
computer. 327

In a 1966 survey, Hanlon reports that “memory
cycle times have been reported as low as 50 nano-
seconds” and that ‘“‘although the majority of re-
search to date has been with small memories (up
to 1000 cells), projections are indicated in the
107-10* bit range. (p. 519)” Hobbs in one of a series
of state-of-the-art reviews (1966) concurs in the
opinion that advantages can be attained and dis-
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advantages lessened by the use of a relatively small
associative memory coupled to a large capacity
random access store.

There may be other. as yet inadequately explored,
alternatives, however. At Sylvania, for example,
a reference-pattern-p/lane organization for the
processing of unknown pattern inputs against many
stored reference pattern property-criteria, has been
experimentally realized in a combination of auto-
matically processed plastic sheets affecting the
behavior of a solenoid-transformer array for char-
acter recognition purposes. There are possibilities
that the same addressed, transformer-sheet arrays.
addressed in parallel searching mode. can be
utilized as a practical associative memory of some-
what larger capacity, but slower speed. than those
techniques available for internal *2® scratchpad
auxiliaries.

In the light of present limitations of associative
memory developments. Giuliano (1965) suggests
this alternative:

“In my opinion . . . it would pay to look further
into the area of large capacity. inexpensive per-
manent memory devices which would handle asso-
clative processing in a special-purpose manner”.
(p. 260) Wilkes (1965) suggests still another possi-
bility: “So far the slave principle has been applied
to very small super-speed memories associated
with the control of a computer. There would, how-
ever, appear to be possibilities in the use of a normal
sized core memory as a slave to a large core
memory . . . (p. 270)

Climenson comments: ‘“‘A basic organization con-
cept receiving little attention recently is King’s
photostore., where a large read-only disc memory is
considered a logical extension of the stored program
concept. The store is content-addressed, using a
longest-match principle; the function found can be
data or instructions, or both. The photostore is men-
tioned here because of the ultimate influence such
devices could have on file organization. There may
be renewed interest with the announcement of
ITEK’s version of the photostore: the Memory Cen-
tered Processor (MCP). ITEK’s view is that the MCP
is eminently suitable for sorting. compiling. file con-
version, typesetting, and a host of other applica-
tions beyond the usual table lookup and file search.”
(Climenson, 1966, p. 112).

Present use of large-capacity associative memory
techniques, however, has been limited not only by
technological constraints but also by the even more
difficult problems of deciding. in advance. what as-
sociations in a given body of data are most likely to
be valuable for future processing service requests.
Similarly, there are questions of how to represent
efficiently the multiple cross-associations and inter-
dependencies that may be identifiable. For example,
in a 1966 study, Dugan et al. conclude that consid-
erations involving the interrelationships between
associative memories and general-purpose com-
puters in various system configurations are the
most important from the standpoint of system
effectiveness.



Licklider has remarked that: ‘“Associative, or
content-addressable, memories are beginning to
make their appearance in the computer technology.
The first generation is, of course, too small and too
expensive for applications of the kind we are in-
terested in here, but the basic schema seems highly

relevant.”” (1965, p. 64). He adds a caveat, however,
as follows: “Only when the relative merits of var-
ious associative-memory organizations are under-
stood in relation to various information-handling
problems, we believe, should actual hardware mem-
ories be constructed.” (p. 65).

4. Mass Storage Considerations

Turning next to very-large-capacity storage re-
quirements, especially for permanent or archival
information storage (such as record files, document
collections, and libraries), we note the questions of
digital as against facsimile storage media and tech-
niques, the problems of document miniaturization
or compacting of the document store, and the avail-
ability of so-called random access devices and sys-
tems. (The development of general purpose file
management procedures and programs will be con-
sidered in a later report in this series).

4.1. Digital vs. Facsimile Storage

In the general area of efficient and economical
storage, there is considerable continuing controversy
with respect to digital as against facsimile storage,
especially for documentary items to be maintained
in files, with various levels of possible compromise
also to be considered. There are, indeed, many con-
siderations indicating that paper records, docu-
ments, and books will be always with us (the most
obvious form of facsimile storage being that of stor-
ing the physical item itself), notwithstanding the
possibilities for future development of new forms
and media of information recording. publication, and
dissemination.*!

Furthermore, “‘the storage of the massive amounts
of lexical material in libraries in digital (machine
readable) form such as on the card catalogs, not to
mention citations, abstracts. tables of contents or
full text. requires memories of a size and organiza-
tion not being met elsewhere in the data-processing
industry.” (King. 1965, p. 91). On the other hand,
however. it has also been suggested that ‘“it will not
be long before it will be cheaper to store english text
in the mass memory of a computer system than on
paper in cabinet files.” (Fano, 1967, p. 32). In gen-
eral, there are both advantages and disadvantages
in the choice of either digitalized or facsimile-
reproducible storage for documentary items.

4.1.1. Facsimile Storage

Let us consider first the more conventional case
of facsimile storage which may consist of the storage
of one or more copies of the original record or docu-
ment itself (e.g., carbon copies in correspondence
files or bound volumes of printed pages and books
on library shelves). Even in the most conventional
library case, however, critical system considera-
tions may arise in terms of the questions of whether,
and when, to bind or to film.*2
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With respect to problems of document miniatur-
ization for more compact facsimile-reproducible
storage, the solutions of preference, to date, are those
involving the use of microforms.*? The actual
microform used may be roll microform; 43 cassettes,
cartridges, or strips; 4 microfilm aperture cards,*?
or microfiche.*

Beyond the conventional microform having typical
reduction ratios of 35-50: 1 or less, a few systems
involve 100 : 1 or greater reduction ratios, but typi-
cally only for very large, and very expensive, experi-
mental systems.*? Other factors are technological
and involve. for example, the effects of size, contrast,
media, resolution and other factors on the usefulness
of microcopy, especially at high reduction ratios.*#

Another approach to document miniaturization
with facsimile image reproduction capabilities in-
volves the use of video tape, but areas of continuing
R & D concern are generally similar to those of the
photographic-media microform techniques. In addi-
tion, it appears that video tape has the disadvantage
of allowing only a limited number of replays (on the
order of 100 or less).

Continuing system design problems in the han-
dling and use of conventional microforms include
questions of quality control of copy reproduction
through several generations from a master ¥ and of
aging and preservation, (Fig. 3) especially of rare or
irreplaceable items.*! In general, system and cli-
entele requirements continue to point to needs for
higher quality and higher resolution, with greater
accessibility and convenience of use, but at lower
overall costs both to the system management re-
quirements and to the individual user.

It may be noted in passing that an earlier claim for
microform storage and retrieval advantages—
namely, the convenience of using integral index
techniques where content-indicating and other selec-
tion criteria codes are recorded physically adjacent
to the item image(s) and where matching of query
and item codes automatically triggers selection and
reproduction of the indicated images *!'—is cur-
rently somewhat out of favor. A major reason for this
is the developing sophistication of search strategy
and multiple index manipulation techniques which
may nevertheless be coupled with direct and auto-
matic retrieval from microform files, but there are
other reasons as well *-12

An unusual example combining microform storage
of document identifications, citations, and abstracts
with coordinate indexing and Peek-a-boo type search
and retrieval techniques is provided in the Microcite
developments at the National Bureau of Standards.
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FICURE 4.

Peek-a-boo systems use term entry, aspect, or index
term cards to index literature for later search. That
is, coordinate locations on the card corresponding to
document acquisition or identifier numbers are
punched out as holes in just those index cards that
represent the index terms applicable to that partic-
ular document. In searching, the cards correspond-
ing to the terms used in a query or search presc ll])tlun
are superimposed and visually inspected for coinci-
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Aging blemishes on microfilm.

Microcite equipment.

dences of punched-out holes. When such a coinci-
dence exists, the document corresponding to the
hole position meets the parameters of the search.

The output of such systems is usually a list of the
document identification numbers, with a separate
retrieval operation being required to select the cor-
responding documents from file, but the Microcite
equipment (shown in Fig. 4) provides means for
display and output copy of abstracts of documents



or of other data. These abstracts or data are stored
as microimages on a film matrix. The location of
each indicated hit is used as the reference point
from which to position and project the image of each
abstract for visual inspection by the searcher.122

One major advantage of microform facsimile
storage is the relative ease with which copies of
information items of interest can be made available
to the individual at his desk.*!® Another advantage
beginning to be claimed for certain of the microform
media is that of erasability and therefore of at least
limited potentials for updating, correction, or
re-use.’' Among the media with this potential
capability are some of the photosensitive dyes and
thermoplastics.*'> An important feature of photo-
chromic techniques is the capability provided for
on-line inspection and opportunity for limited cor-
rection of errors.*'® (These and other advanced
techniques for high density storage will be discussed
in more detail in the third report in this series).

Questions of standardization and avoidance of
duplication of effort are of concern to designers and
users of new or improved microform storage sys-
tems. A significant advance toward systematic
efforts in greater cooperation and compatibility was
noted in the adoption, first by the U.S. Govern-
ment.*'7 and second by the United States American
Standards Institute, of microfiche standards.*!#

It is to be noted that technological quality control
standards are also of importance (e.g., the NBS
Microcopy Resolution Test Chart, or line density
standards),*'* that the National Microfilm Associa-
tion continues to be interested in a variety of
standards and standard specifications#2° and that
“two of the three most important objectives of
standardization are already being realized, i.e.,
(1) recipients of microfiche from the four principal
report-producing agencies are able to interfile
microfiche, and (2) users are able to use the same
equipment for viewing or otherwise processing such
microfiche.” (Schwelling, 1966, p. 36.+21).

Avoidance of duplication of effort in the prepara-
tion and use of items stored in microform media
involves current awareness of both existing stand-
ards and of availability of microcopies of various
items in various forms.*?'? The National Register
of Microform Masters, issued by the Library of
Congress beginning in September 1965, provides a
bibliographic record listing titles for which master
microcopies exist, thus serving to minimize duplica-
tions of microcopying operations.*2? National and
international guides to the availability of microform
equipment provide additional sources of informa-
tion'-l.‘lii

In terms of the conversion of hard copy to fac-
simile storage media, one particular problem area
is that of the range of quality of source items for
input to the microform store.*?* Another is the
question of satisfactory reproduction of multilevel
gray scale and of color.*?** Handling problems are
particularly severe in the case of microcopying from
bound books.**® However, as examples of recent
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developments, two models of portable cameras
introduced by Data Reproduction Systems in 1965
allow for placement directly over the pages of an
opened bound volume,??% and competitive capa-
bilities are claimed for a Houston Fearless micro-
fiche camera-processor.#?” Page turners remain a
problem. Questions remain as to the relative merits
of positive vs. negative images from the point of view
of the user.*28 For archival storage, however, studies
at NBS have led to recommendations for storing
positive copies together with careful periodic in-

spections of the filmed records (NBS Tech.
Note 261).
4.1.2. Document Store Compacting by Digital Storage

Techniques

As opposed to facsimile storage of documentary
items and other extensive record collections, docu-
ment compacting may also be achieved by digitaliza-
tion of the information contained in the original
item or record. The advantages of digital data
storage are several fold. First is the advantage of
direct accessibility. Accessibility to digitally stored
data by an on-line combination of search, retrieval,
and display techniques is an important new area of
man-machine interaction, as noted in Section 2.2.1
of this report.

Significantly, direct accessibility to digitally
stored data can be provided both for machines and
for communication links without the need for manual
or manual-mechanical handling. This capability
leads to a second major advantage: that of manip-
ulatability. Direct machine manipulation of
digitally stored data can provide for reformatting of
the information stored, for re-orderings of the store

itself, for automatic transliterations, and for
interconvertibility with respect to multiple modes of
input-output and data transmission. Machine

analyses of a wide variety of types and automatic
report generation techniques are directly avail-
able_4.29

A third advantage might be termed ‘‘re-computa-
bility”, which could provide for encoding and
decoding of records and messages received (Schatz,
1967, p. 3), stored, retrieved, and re-transmitted.
This capability is also available for direct application
of error detection and error correction techniques,
for machine reconstruction and display of digitized
graphic images, and for image enhancement and
information enhancement operations such as the
cleaning-up of noise in a pattern recognition system.
the automatic correlation of synonyms occurring in
text, or the resolution of homographic ambiguity by
machine examination of contextual clues. (These
topics are discussed in other reports in this series).

Automatic machine control of the redundancy of
digitally stored information is also in prospect,
especially with respect to duplicate checking,
validation, and data correlation and consolidation.
Such operations may be directed first toward the
reduction of duplication as between items stored and
with respect to the information contents of various



items. Secondly, such consolidation or correlation
may be designed to provide for the validation and
verification of information contained in several
messages or items. A third purpose of data con-
solidation is to provide, through aggregation or
partial aggregation, protection of the identity of
individual reporting units from unauthorized
disclosure.*2%2

4.1.3. Combined Facsimile-Digital Stiorage

Since there are both advantages and disadvan-
tages to either facsimile or digital storage. some
information processing system design considerations
involve various possible combinations of storage
media and retrieval techniques. The classic prece-
dent is the Bush Rapid Selector, where the facsimile
image on microfilm is directly associated with a
digitally recorded selection-criteria encoding and
where machine matches of selection-criteria codes
in a query with those recorded for stored items
automatically trigger the reproduction of the
facsimile images of the selected items.*3°

In relatively small-scale and inexpensive systems,
a wide variety of digital codes (in edge-notching.*#!
color coding*31? and so forth) are used for “homing™
on subsets of items recorded for storage and re-
trieval in facsimile form or for direct selection of
the individual item itself. Similar techniques are
employed in some of the more recent large-scale
microform retrieval systems, such as Magnavue
(to be discussed below).

Then it is to be noted that ““. . . the photographic
emulsion can also be used to store digital infor-
mation. If this is done, a reel of film acquires all
of the functional virtues of digital tape while avoid-
ing its information storage limitations. Optical
means, such as flying spot scanner techniques, can
be used to read the digital information at rates
which compare favorably with the electronic reading
of digital tape.” (Condon, 1963, p. 137). An advanced
technique involves laser recording of digitally
encoded identification, content-indication, and other
selection information on high resolution micro-
forms.4-31b

Another approach to multi-bit storage is that of
Lamberts and Higgins of Eastman Kodak who use
the recording of diffraction grating patterns on high-
resolution film involving composites of the grating
patterns of seven spatial-frequency components of
a character. These investigators point out that this
approach is closely similar to that of holography:
“In fact, it turns out that a composite grating is
essentially a Fraunhofer-type hologram of a series
of bright points.” (Lamberts and Higgins, 1966,
p. 730).4-31¢

In general, however, advanced techniques for
truly high density storage, promising such possi-
bilities as 13 million bits in a photochromic film
memory plane two inches square (Reich and Dorion,
1965), or Honeywell developments indicating
potential storage of ‘“‘two million bits . . . on a
surface the size of a dime” (Commun. ACM 11, 66,
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Jan. 1968) will be discussed in the next report in
this series, concerned with overall information
processing system design requirements.

4.2. Examples of Relatively Direct Access
File Storage and Retrieval Systems

The terminology “random access™ as applied to
mass data and file storage and retrieval techniques
is generally misleading. What is usually meant is
that the access time to items or records wherever
located in the storage medium or device is approxi-
mately the same for all items and “very much
shorter than the initial access time of serial
memories”. (Licklider, 1965, p. 16). Further, as
Poland emphasizes, “*only with direct-access, mass-
storage equipment can randomly related references
to data files be made in an economical and expedi-
tious manner.”” (Poland, 1965, p. 249).

4.2.)1. Retrieval and Reproduction of Microforms

A wide range of equipment is available for the
manual, semiautomatic, or automatic (e.g., com-
puter-manipulated *32) retrieval, re-enlargement,
display, and copy reproduction of conventional
microforms such as roll microfilm, microfilm strips
and microfilm aperture cards. In addition, systems
such as LODESTAR +3 and other current develop-
ments involve the use of cartridges, cassettes, and
magazines to improve access. Relatively recent
examples include the VSMF (Visual Search Micro-
film Files) System of Information Handling Services,
Inc.,#3 3M’s Filmac 400,4% and Recordak’s
Miracode Microstrip Systems.*3% Other relatively
small-scale systems include Remstar43” the
Randomatic Data System’s equipment for key-
boarded indexing and retrieval of edge-notched
paper, plastic or film cards, the Randtriever
System, *3  and Mosler Safe  Company’s
Selectriever.*3¢

Examples of commercially available retrieval
devices for microfiche in particular include the
Houston Fearless Film CARD (Compact Automatic
Retrieval-Display) desktop reader, which provides
4-second (or less) random access to approximately
70,000 pages in any one of a number of inter-
changeable magazines; +4° the Itek 18.24 Reader-
Printer which handles aperture cards, roll film,
microfilm jackets. and microfiches up to 5’ x 8"
with selective masking, variable size print and high-
contrast opaque or translucent copies (Systems 6,
No. 6,39(1965).), DuKane’s desktop viewer for micro-
fiche in various sizes also up to 5" x 8" at 15X
magnification; Recordak FILMCARD readers: a
desktop reader from Data Reproduction Systems;
the Microcard EL—4 Automatic Enlarger-Printer,
and others.

Advanced or large-scale systems are also begin-
ning to come into operation, at least on an experi-
mental basis. Among these are the DARE (Docu-
mentation Automated Retrieval Equipment), the
Ampex Videofile system, the high-resolution Micro-



Vue, and SDC’s Satire system. Thus, at the U.S.
Army Missile Command, the DARE system utilizes
Magnavox Magnavue equipment, under computer
control, for a large file of engineering drawings
recorded on film chips.#4' Also under U.S. Army
sponsorship, at Huntsville, developments include
combined usage of Alden/Miracode techniques **
with the semi-automatic generation of Miracode
film.

The Videofilm techniques involve the storage,
retrieval, and reproduction of microforms in the
special sense of recordings on video tape. The initial
videofile approaches to these techniques at Radio
Corporation of America have apparently been at
least temporarily abandoned, because of probable
high costs, in favor of RACE, techniques involving
the use of relatively large-sized magnetic cards with
apertures for optical images.** However, Ampex
has embarked on a program of development and
marketing of a somewhat more modest Videofile
system, including remote query capabilities.*44

The Micro-Vue system developed by the Republic
Aviation Division of Fairchild Hiller Corp., involves
reduction ratios up to 260:1, so that as many as
10,000 page images can be recorded. on a single
4" x 5" microfiche. These ‘ultrafiches” can be
loaded into 20-chip holders with random access to
any one of the 200,000 stored images in, at most,
30 seconds. (Systems 8, No. 1, 6 (Jan. 1967).}-%
Photochromic materials (as discussed elsewhere
in this series of reports) also promise high reduc-
tion ratios. For example, developments at NCR
include the recording of up to 3,000 microimages
on a single microform convenient for multiple distri-
bution, i.e., as a microform publication medium.*452

Other experimental developments in microform
storage include work at Aeroflex Laboratories 46
and further improvements in both photoplastic
recording and the Photocharge recording process
at G.E** Then there are the successive Walnut,
Cypress, and 1350 systems developed by IBM,
although there is some doubt that any of these will
continue to be available for graphic storagei*®
The IBM 1360, a film chip system discontinued after
the delivery of two models to the Atomic Energy
Commission, was described by Kuehler and Kerby,
1966.4-48¢ However, the high density photographic
storage technique has considerable promise for
very large capacity digital data storage, to be
considered next.

4.2.2. Digital Data Storage Techniques

The media and methods available for digital data
storage include high-resolution photographic
materials, magnetic media, advanced developments
using laser recording techniques, and other special

materials and techniques. For high density digital
data storage, magnetic technique developments
include larger and higher-speed bulk core storage,
especially with new types of tiny cores;**? discs and
disc pack units with capacities ranging to billions of
bits of data and access times of 100 or less milli-
seconds;**® drums,*®' and magnetic cards and
data cells 52

Pyke summarizes the current situation with
respect to magnetic media as follows: “A large
effort is now being expended on the development of
mass storage devices. Larger and faster bulk cores
are being designed. Drums operating with parallel
transfer and with logic for queuing access requests,
thus optimizing drum operation, are forthcoming.
Disk units with an individual head per track are
becoming available and devices such as data cells
promise many billions of bits of storage at a reason-
able cost.” (Pyke, 1967, p. 162).

From an applications standpoint, Bonn emphasizes
that “the currently used devices are drums, disk
files, magnetic card devices, and tape loop units.
These machines all store large amounts of data,
from 6.5 million to 4.8 billion bits, on-line in one
device at any one time. Any of the stored informa-
tion can be retrieved without reading the interven-
ing data between two desired records. Any record
can be written or modified without operation on any
other record. Records in mass storage devices can
be updated in place.” (Bonn, 1966, p. 1861).

In the area of advanced developments for digital
data storage involving electron or laser beam record-
ing onto photographic media, semiconductor films,
or thin metallic foils, examples include the Dove
Data Storage and Retrieval System/5 IBM’s
“trillion-bit” memory recently delivered to the
Atomic Energy Commission** and the UNICON
technique developed by the Precision Instrument
Company.*% In addition, Kump and Chang (1966)
provide a discussion of a thermostrictive recording
technique for Permalloy films, achieved by the
application of local stresses induced by laser or
electron beam, which is claimed to promise future
mass memories with storage efficiencies of a million
bits per square inch.

Then we note, on the one hand, that portable
digital data storage modules are under development
that will enable interchangability on standard input/
output equipment, much as magnetic tapes reels
are now handled.*%® and that, on the other hand,
“breakthroughs we seek in mass memory may come
from the molecular engineers, who can develop
improved materials with which we can fully exploit
the inertialess properties of light and electron beams
to write and read data bits closely approaching
molecular size.” (Hoagland, 1965, p. 57).

5. Output and Post-Processing Requirements

Referring back to Figure 1, we see that system
outputs may occur directly (Box 5) or, in Box 14,
as the result of file searches or as subjected to a
variety of post-processing operations (Box 13).

In Figure 5, we show some of the areas of continuing
R & D concern with respect to the output and post-
processing functions. It has been claimed that,
in general, too little attention has been given to
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output requirements in information processing
system design.>!? Further, it is noted that ‘“‘the
completeness, accuracy, and accessibility of system
outputs are each individually dependent upon
system design and can be improved through
improvement in system design.” (Davis, 1967, p. 8).

First, advanced developments of direct output
modes with interactive man-machine response may
be considered, especially with respect to graphic
displays, to applications such as computer-assisted
instruction and machine-aided design, and to
prospects of color, three-dimensional and motion
picture outputs.

5.1. Direct Output and Display Applications

Direct output and display requirements for the
foreseeable future encompass a wide variety of
user-oriented capabilities, some of which are com-
mercially available on at least a limited basis today
and some of which will require further research,
development, and production engineering. Appli-
cation areas of current R & D concern include those
of computer-aided instruction, machine-aided
design, and machine-aided problem-solving systems.
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Output and post-processing functions.

For each of these purposes, if the computer out-
puts are direct, they should in the first place be
responsive to the processing service requests, they
should be presentabie in terms of legibility and
convenience, and they should be produced with
capabilities for on-line modification within a reason-
able time scale. Bauer presents a concise statement
of a minimum of four capabilities that a responsive
display system should have in order to provide
assistance to the human partner in many man-
machine interactive situations. They are:

“]1. Correct an input

2. Accept a query or the specification of an
operation, then perform the required or
desired operation which should provide the
proper information to the user necessary to
accomplish the next step.

3. Accept and appropriately handle information
to enable the computer to interpret correctly
future information which it may receive from
the user, or

4. Direct, on a step by step basis, a procedure
for information input and output.” (Bauer,
1965, pp. 17-18).



In addition, console capabilities for “soft” (or
transient) displays should provide flexible and con-
venient editing and control facilities including
insertions, deletions, corrections, rearrangements,
scale-changing, size and rotational transformations,
automatic multiple copying, and the like. Still
other uses of on-line reactive displays are for pur-
poses of text editing, sorting, and printing as for
example in programs under development at Bell
Laboratories (Mathews and Miller, 1965) and at
the University of Pittsburgh. (Roudabush et al.,
1965).1" When such techniques are applied to a
complete publication cycle, by feeding the corrected
tape products either off-line to automatic composing
machines or on-line to a computer typesetting pro-
gram, the loop is closed from original data to finished
output product.®1¢

5.1.1. Graphic Output and Display

At least as early as 1953, a CRT display system
was available on the llliac.>2? Similarly, “Whirlwind
(at MIT) had a cathode ray tube and light pen in
the early 1950’s. A prototype of the APT system
(computer controlled machine tool) was programmed
on Whirlwind in 1955.” (Wigington, 1966, p. 86).
Reactive display for purposes of air traffic control
applications was investigated in the early 1950’s
at the National Bureau of Standards. A combination
of the DYSEAC computer, special display equip-
ment, control devices including a joystick serving a
light pen funtion, and a radar link to the Washington
National Airport provided the basis for on-line,
real-time experimentation. With actual radar data
being displayed on one scope, the operator was able
to indicate targets of special interest which should be
marked or brightened for him, and a second scope
displayed the results of computer predictions of
expected positions of target aircraft within specified
time intervals. The same equipment could also be
used for problem-solving simulations, such as war
gaming.>?

By 1962, an advertisement asked, with appropriate
illustrations, “Would you believe a Calcomp plotter
and any computer can draw pictures like these in
seconds? . . . A perspective sketch of your new
plant. . . . Statistical trend charts . . . molecular
structure diagrams . . . apparel patterns, graded
for sizes . . . and even the Mona Lisa”. (Commun.
ACM 10, A9 (1962).)

The development of full-scale graphical input-
output communication and processing systems, with
particular emphasis on man-machine problem-
solving is of course represented first by M.L.T.’s
Sketchpad. This was publicly introduced at the 1963
Spring Joint Computer Conference where Coons
outlined the requirements for a computer-aided
design system;** Ross and Rodriguez discussed
the theoretical foundations of such systems, with
emphasis upon appropriate languages and data
structures; Stotz described the man-machine
console facilities, specifically including the display
requirements; >* Sutherland outlined the Sketchpad
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graphical communication system itself3¢ and an
extension to three-dimensional drawing applica-
tions, Sketchpad I1I, was outlined by Johnson. The
latter investigator remarked: ‘“General three-
dimensional graphical communication, which deals
with arbitrary surfaces and space curve intersec-
tions, presents many difficult problems; the begin-
ning has been modest and much work remains
before the complete graphical communication
problem is solved.” (1963, p. 347).

Organizations neighboring M.I.T. have also been
engaged in the development and utilization of
graphic input-output equipment for man-machine
reactive display in problem-solving applications,
notably, Bolt, Beranek and Newman?®7 and the
MITRE Corporation.>® More recently, it is to be
noted that: “Computer-made maps presenting phy-
sical, economic and social data in easily understood
graphic form will be produced, along with similar
diagrams, charts and graphs, in a new Laboratory
for Computer Graphics at Harvard’s Graduate
School of Design.” (Commun. ACM 9, 310 (1966).)
Chasen and Seitz (1967) consider not only the early
sketchpad developments, but also those of
Lockheed-Georgia, IBM, Control Data Corporation,
and General Motors.?-82

Other experimental on-line data analysis and
display systems include APEX at M.I.T.’s Lincoln
Laboratory (Forgie, 1965), and the similar capa-
bilities of the SDC Variable Display system
(Schwartz et al., 1965) and its Graphic Tablet
Display.>8 A West German example involves a
Telefunken combination of a display console and
its TR-4 computer for air traffic control applica-
tions. (Stevens, 1968, p. 9) In this system, a manually
controlled moving ball permits the translation of
displayed images and the multidirectional scanning
of different areas shown on the display scope. At
the National Bureau of Standards, developments in
graphic input-output, such as ACCESS and MAGIC,
are designed for differing types of requirements in
U.S. Government organizations.>?

Then there is the time-sharing facility for experi-
ments in man-machine interaction at the Computer
Center of the University of California, Berkeley,
which is described by Lichtenberger and Pirtle
(1965). In effect, the user has available to him a
Scientific Data Systems (SDS) 930 computer with -
16,000 words of fast memory, modified to exclude
his direct access to input-output instructions (which,
instead, are carried out for him by the system execu-
tive) and by additional software-interpreted in-
structions. Remote access facilities include tele-
types, CRT display keyboards and a small DPP-5
processor equipped both with a CRT display unit
and a RAND Tablet.

In addition to the Digital Equipment Corporation’s
graphic input/output equipment used in many of
the pioneering and continuing responsive-output
applications >1° a relatively wide variety of graphic
output and display devices is also offered by various
other suppliers. Examples include, but are obviously



to Bell Laboratories’ ‘Glance’ ;> !
Benson-Lehner developments; 12  Bunker-Ramo
equipment; >'¥ Datatronics Engineers., Inc.;?
Gerber Scientific Instrument Co.:>!> Information
Displays, Inc.;:%'% Informatics” DOCUS (Display
Oriented Compiler Usage System) for the Rome Air
Development Center;>!'" ITT Federal Labora-
tories: >'®* Minnesota Mining and Manufacturing
Co.; 31 Philco;52° Sanders Associates:*?2! Strom-
berg-Carlson (especially the SC-1100 Display
Inquiry Station and the SC-1200 Digital to Video
Display for computer applications involving multiple
access to data at remote locations), and the Tasker
Instruments Corp.>?? In general, as of 1967, the
majority of computer manufacturers also offer
graphic input-output capabilities via peripheral
equipment that can be connected on-line to the
central processing facilities. Obvious examples
include UNIVAC, IBM, Honeywell. Control Data,
and others.>-23

Some of the new applications of user-controlled
graphic input and output devices include the on-line
alteration of a PERT (Program Evaluation and
Review Technique) network display to determine
the effects of setting different target dates;?2?
Control Data Corporation’s computer-directed
construction drawing system involving long distance
telephone lines for transfer of problem and solution
data (Business Automation 12, No. 7, 55, July,
1965), and the Comex (Command Executor) system
which allows “several simulated commanders to
use a subset of English to control the flight of simu-
lated objects on the system’s display console. Head-
ing, course, range, altitude, velocity, and destination
can each be controlled by English statements typed
into Comex on-line.” (Schwartz et al., 1965, p. 29).

Walter (1967) claims that “immediate application
of graphic data processing to solve a variety of
problems is both physically possible and eco-
nomically desirable. Graphic data processing can be
effectively applied in mathematics, engineering,
banking, education, communications, medicine,
management information systems, programming,
and many other fields.” (Walter, 1967, p. 107).

Similarly, Prince reports that ‘“‘a number of indus-
trial, government, and university laboratories are
exploring various applications of graphical com-
puter-aided design. Applications receiving primary
attention include the preparation of digital tapes for
numerically controlled cutting tools, trajectory
studies, structural analysis, aircraft and automotive
shape design, shipbuilding, flight test data reduc-
tion, circuit analysis, and printed circuit board
layout. Most of these must be considered as experi-
mental programs; only a very few are in a produc-
tion status.” (Prince, 1966, p. 1701).

Yet, there are many areas of continuing R & D
concern with respect to character sets and remote
terminal design (to be considered in the next report
in this series), hardware limitations, and human
engineering considerations.’-242 For example, Walter
of Honeywell, Inc. (1967) asks: ‘“Can mathematical
techniques be used to improve the accuracy of a

not limited
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computer graphic output device despite its hardware
limitations? This developmental research problem
involves  discriminatory  analysis, differential
equations. and simulation.™ (p. 107).

Then we note that: “‘Davis has stated that
because of the universality of pictures the ‘improve-
ment of display techniques has gone hand-in-hand
with man’s progress in every field of human en-
deavor.” Unfortunately, the road to good displays has
not been smooth. In her paper. which surveys the
history of displays. she points out how disorganized,
spasmodic and even serendipitous has been the
improvement in displays.” (Davis. 1966, p. 236).

Mills reports that ““a very thorough treatment of
computer-driven displays and their use in man-
machine interaction is given by Van Dam. This
paper—really a mongraph — includes a brief history,
a thorough treatment of display technology at a very
satisfying level of technical thoroughness and depth,
and a survey of some of the applications of man-
machine interactive systems involving display
terminal devices. Sixty bibliographic citations are
included. This is one of the few papers to recognize
that imaging techniques other than those based on
cathode ray tubes may have an application in graphic
terminal devices; some half-dozen non-CRT
techniques are mentioned. The communication
problems raised by moving the display terminal
to a remote location are not considered. Sutherland
treats the state of the art in computer graphics and
indicates some further requirements. The paper is
not really limited to the issues of computer graphics
but considers them within the context of man-
machine coupling.” (Mills, 1967, p. 231).

5.1.2. Machine-Aided Design

One of the most challenging areas of information
processing system output is unquestionably that
of reactive display and response between man,
machine, and data banks in machine-aided design
applications.>?> Graphic input-output capabilities,
together with man-machine-interactive on-line
modifications, are essential to the machine-aided
design procedures. A pioneering type of application
to problems of hospital and architectural design,
discussed by Licklider and Clark (1962) several
years before the General Motor's DAC (Design
Augmented by Computers) system’s claim for a
“first”, (as of Fall, 1964, see Hargraves et al.) has
had continuing development and expansion by Bolt,
Beranek and Newman personnel. (Fig. 6) The DAC
system, on the other hand, includes rapid-response
microfilming and microfilm re-display, also ev-
idenced in such developments as an IBM graphic
data processing system 2% and the D-200 equip-
ment offered by Strand Division of Datatronics
Engineers, Inc?%7

There are a number of isolated, but intriguing,
examples of machine-aided design applications
ranging from the design of ships 2% to the CADET
(Computer-Aided Design Experiment Translator)
system described by Lang et al. (1965), which has
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been designed for such processing tasks as three-
dimensional shape description and the development
of non-linear electronic circuit designs.>2?¥ Other
areas of applicability include aerospace research 3-3°
design of aircraft and automobiles?3! other archi-
tectural developments®312 and civil engineering
and highway design, including the design of a
super-highway interchange in a brief ten minutes by
an engineer using a remote communication link to
MIT’s MULTICS (Multiplexed Information and
Computing Service) system.>3'"® Machine-aided
design has also been extended to the fields of the
arts and crafts, notably in the area of textile
design.’-32

In addition, at the University of California at
Santa Barbara there is the Culler-Fried system for
“computer displaying and of transforming mathe-
matical functions in their pathologic intervals™
(Cheydleur, 1965, p. 175) and Engelman states that
“W. A. Martin . . .[is] working on input from scopes
achieved by signifying with a light pen an interesting
subexpression of a previously ‘printed’ expression,
as well as anticipating using the scopes for hand-
written input’.%322 Ruyle et al., provide a 1967
status report on systems developed for on-line math-
ematical problem-solving including AMTRAN,3-32b
Culler-Fried ?-32¢ the Lincoln Reckoner 3324
MAP >32¢ and MATHLAB.?>32f The work at Hudson
Laboratories, Columbia University, is also to be
noted.?-32¢

A general survey of computer applications to
design of computers is provided by Breuer (1966),
who cites some 287 references. Also in the area of
“shoes for the shoemaker’s children”, reactive
display and input devices are already being applied
to machine-aided programming, flowcharting and
system design operations.>3 It is noted also that
Anderson has used an IBM 1620 together with a
Calcomp digital incremental plotter to produce
annotated flow charts on line 334 and commercial
packages for this purpose, such as AUTOFLOW 535
or Autodigrammer 3352 are now available. Then it is
claimed that Bell Lab’s FLOWTRACE can produce
“flowcharts written in ‘almost any’ programming
language.” (Sherman, 1966, p. 845). Other examples
include the IBM System/360 Flowchart,>3* and
the Usercode Documentor and Flowlister -3¢
while Abrams (1968) discusses a number of sys-
tems 5354

Developments have been reported in machine-
aided circuit analysis, schematic circuit design, and
system block diagram construction.33¢ LeVier
(1965) describes a program for the circuit design of
a transistorized flip flop, Wall and Falk (1966)
describe an IBM program for electronic circuit
analysis, and Shalla (1966) reports a mapping from
block diagrams of electronic digital circuits into list
structures and the use of a list processing program
for the Control Data 3600 to carry out circuit
analysis. In particular, some examples of actual
hardware for an Argonne National Laboratory
computer were tested. Then there are the CIRCAL
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(CIRCuit Analysis) programs available on the
Project MAC facilities (Dertouzos. 1967). Ninke
(1965, p. 846) describes an IBM 7094 application in
which “a system block diagram composed at the
console can be used as input to a special compiler,
the compiled program can be run and the results
viewed at the console.” 337 However, “we are only
just beginning to explore systems where the com-
puter asks questions of the programmer to resolve
ambiguities in what it is told.”” (Sutherland, 1965,
p- 11).

Hardware, software, and systems planning con-
siderations involving human engineering considera-
tions and human behavioral factors. come especially
to the fore in experimental applications, such as the
following:

(1) ““A few users have experienced the delight of
sketching and printing to the computer and
having it ‘clean up the input’ and then generate
labeled graphs and drawings in response . . .”

(Licklider, 1965, p. 182).

“In the study of computer-aided design . . .
graphical communication should be a two-way
process, for the designer wishes to enter
drawings of objects into the computer for
analysis and likewise he wishes to see com-
puter-generated or modified drawings.”
(Lang et al., 1965, p. 1).

“The engineer must do more than use the
computer. He must actively participate in the
computer solution. To do this he needs a
language to communicate with the computer,
physical accessibility to the computer, and a
mechanism for obtaining engineering-oriented
results from the computer.” (Roos, 1965,
p. 423).

“We are therefore witnessing the first inroad
of machine assistance into the human decision
areas of printing design. It is ironical that
only a few years after printers and designers
threw up their hands in horror at the idea of
machines robbing them of their traditional
role in printing practice, we should see them
being actively taken back into a partnership
with the machine in which their specialised
talents are being very much enhanced by
machine assistance.” (Duncan, 1967, pp.
X—X1).

“An engineer may, for example, substitute
different values of components in a circuit and
observe the effect in the form of a picture of
the output wave that would be produced by
the circuit in question under any combination
of conditions. He may also record the various
changes on microfilm and observe them later
via a projection device at the same console.
He may magnify sections of a diagram for
detailed study and manipulation, retaining the
ability to return the original picture to the
screen at any time.” (Silveira, 1965, p. 37).

(2)

3)

()



Next, therefore, we may ask how conveniently the
potential system client may thus interact with the
machine.

What processing operations are automatically
available to the user as he watches and wishes to
modify the data pertinent to his problem displayed
for him? In systems such as Sketchpad he may apply
scaling and rotational transformations of the image
displayed 38 in CALCULAID?382 or MAP* he may
call directly for regression or Fourier transform
operations,>® and, in general, he needs to be able
to request as directly as possible the performance of
a specified operation, a display of the consequences
of his proposed modifications, and the re-input of
specifications of the next processing operations to
be performed which he has determined on the basis
of the previous results.>#"

Finally we note that utilization of direct outputs,
whether by man or machine or by both, involves
also the possibility of reactive control and of in-
terruptibility and re-direction of source data
automation, intermediate processing, intrapolation
and extrapolation of results. Feedback of various
types is an important concern.>*? The problems of
man-machine interactive situations at the levels of
terminal design, user-oriented languages, human
engineering, and behavioral or attitudinal factors
will thus require continuing R & D attention.>40

5.1.3. Computer-Assisted Instruction and Problem-

Solving

The problems of computer-aided instruction
present, at least in the general literature surveyed,
somewhat less in the way of continuing R & D
implications than is the case for machine-aided
design or machine-aided inference. Nevertheless,
the field of CAIl represents an important area of
development and application.**' In its computer
directory issue of June 1968, Computers and Auto-
mation provides a roster of 40 CAl centers and
laboratories. Silvern and Silvern emphasize that:
“CAl, computer-assisted instruction, developed
from dissatisfaction with simple text formats and
teaching machines which did little more than
automatically turn pages for the student. Early
investigators saw, in the digital computer’s ca-
pability, the seeds of two-way, learner-machine
dialogues which would lead a student along a path
which more primitive methods failed to travel.”
(Silvern and Silvern, 1966, p. 57).5-41a

Examples of CAl systems include the PLATO
{Programmed Logic for Automatic Teaching
Operations) system developed by the Coordinated
Science Laboratory of the University of Illinois,>#
the CLASS (Computer-Based Laboratory for Auto-
mated School Systems) facilities developed at
System Development Corporation* PLANIT
(Programming Language for Interaction and Teach-

*See note 5.32a.
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ing) 332 and the Socratic System as described by
Muerzeig in 1965. IBM has developed the 1500
Instructional System®% and Engvold and Hughes
of IBM describe (1967) adaptation of the 7044
Graphic System to a teaching system which can be
interleaved with programming problems to be han-
dled in a variety of languages at the display console.

Still other examples include the simulation by
students of experiments in chemical analysis 3%
and a Bolt, Beranek and Newman development
where the computer deliberately introduces am-
biguities into an interactive system designed to
teach medical diagnosis. (Science, Oct. 29, 1965,
pp. 572-576). Byproduct advantages of CAI tech-
niques include automatic performance measure-
ments of student progress.>* Then it is pointed
out that “remote terminals used for CAI can also
be used to provide instructions for leading the
student to appropriate supplementary material
stored on microform.” (Burchinal, 1967, p. 4).

Crowell and Traedge, 1967, provide a review and
bibliography of developments in computer-assisted
instruction. In addition, they suggest areas for
continuing R & D efforts. They conclude, in par-
ticular, that “before assigning system functions to
either man or computer . . . much research is
needed in analyzing the decision-making process.
When such information is added to our present
store of knowledge concerning man-machine factors,
greater efficiency in CAl systems will be realized.”
(p. 423).

Other commentators similarly suggest that a
great deal of work remains to be done (Adams, 1966),
that, “without discredit to the good work now under
way, . . . the total level of the effort is unacceptably
small” (Mills, 1967, p. 237), and that ‘‘although
man-machine interaction may eventually revolu-
tionize problem-solving, even the leaders in the
field are just taking their first hesitant steps into the
deep unknown of joint human-computer problem-
solving techniques.” (Davis, 1966, p. 243).

5.2. Multiple Output Modes

For information processing systems generally,
output, like input, should be available in a variety of
modalities — visual, as in printing and in graphic
displays; voice and other audio signal outputs;
control signals, mechanical displacements of
pointers and plotting devices, and the like. Output
results may be presented immediately to the oper-
ator or user, recorded photographically, or fed to
various types of communication links, including
telephone, coaxial cable, and facsimile transmission
lines. Before discussing the more conventional forms
of output, such as the use of printers and plotters,
and hard copy requirements generally, let us con-
sider in this section audio outputs; three-dimen-
sional, color, and motion picture outputs, and some
examples of systems using various combinations of
output techniques.



5.2.1. Audio Outputs, Speech Synthesis and Speech
Compression

Unlike the problem of voice inputs, audio output
devices are already available, at least for somewhat
limited sets of response messages.>#? Examples
are the IBM 7770 device with a fixed, pre-recorded
vocabulary of up to 128 response words and the
IBM 7772 audio unit**” which by vocoder tech-
niques >*® can generate several thousand distinct
words (in one or more languages)>#? as auditory
outputs, the Cognitronic’s Speechmaker®# an
RCA unit designed for use with Spectra systems.3-¢
developments by Burroughs% equipment de-
veloped by Westinghouse Electric for computer-
student communication at Stanford University?-!
and an early model developed at the Rome Air
Development Center.?512

Application areas of interest range from direct
assistance not only to students >35> but also to prac-
ticing physicians ?>?®® to the systems developed for
the New York Stock Exchange (Proctor, 1966), for
banking operations.>® and for engineering design
information recall at North American Aviation.>3
Gentle suggests that ‘“voice answerback systems
will increase in number as more computer manu-
facturers build the capability into their equipment.
The increasing availability of tone dialing telephones
will also hasten the use of these systems because the
use of the regular telephone for inquiry and voice
answerback permits almost anyone in any location
to use the service.” (Gentle, 1965, p. 87)3-352

The closely related areas of speech synthesis and
vocoding techniques are also important with respect
to improved communication and processing systems
of the future because of the potentialities offered
for significant compression of speech signals to be
transmitted via various communication links.
R & D objectives at the Bell Telephone Laboratories
and elsewhere are to reduce the typical bandwidth
of 78,000-56,000 bits per second for direct digital
encoding of analog speech signals to 2,400, 1,200
or even fewer bps, more closely approximating the
probable information content of digital speech
signals (i.e., about 50 bits per second).?-33"

Examples of current and continuing R & D efforts
in the areas of speech synthesis and speech com-
pression are to be found at the Royal Institute of
Technology in Sweden5 at the University of
Manchester, England.>?%2 at M.I.T.?37 and at the
Haskins Laboratories.>? In all of these cases, and
in other organizations as well, there is considerable
R & D interest in the design of improved aids to
the handicapped. For example, at R.L.T., Risberg
has demonstrated speech analysis hardware with
rapid response displays of both spectrum and
frequencies so that the deaf child can see the results
9f his attempts at speech, and can therefore make
Instantaneous adjustments. At M.LT., a recent
example involves developments in reading aids
for the blind.5-59 Similarly, Lee reports of a computer
speech generation technique designed for trans-
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literation of connected speech as related to reading
machines for the blind.>3%a:

Problems of formant amplitudes in synthesis of
natural-sounding speech have been studied by Fant
and his associates %42 while Woodward has been
concerned with formant persistence and with
intonation.”*%4 Allen (1968) points to a number of
R & D problems remaining in the area of the syn-
thesis and output of connected speech. These
include problems of stress. punctuation and phrase
boundaries. intonation, and the like.”?"® This
investigator is exploring a syntactic bracketing ap-
proach to the solution of some of these problems.35%

Becker and Poza (1968) are investigating natural
rather than synthetic speech for computer-controlled
output and are concerned with the significant reduc-
tion of storage requirements for natural speech
waveforms. More particularly, they are concerned
with dyads (that is, the last half of one sound and
the first half of a following sound). These dyads
may be manually inspected and marked out from
displays of typical speech segments and subse-
quently recombined to provide at least some of the
natural transitions of speech for large vocabularies,
but requiring only a relatively few number of dyads
to be stored (e.g., 800 for monotonic and 8,500 for
intonated speech).5-5%4

In terms of audio output and speech synthesis,
Bhimani et al. (1966) stress the importance of
developing efficient means for automatic conversion
from the character sequences necessary for or-
thographic representation of a word to the phonetic
equivalent of that word.>3% Other examples in this
area include the work of Rabiner 5 and that of
Lee.> The converse of this problem, that of
“spelled speech” . is also being investigated.

In the area of speech compression, in addition
to examples cited in an earlier report on information
acquisition, sensing, and input, the following is to
be noted: ‘“Although audio communications is a
slow form of information exchange, advances have
been made in the production of audio tapes that
permit more information to be recorded per unit of
time. The President’s Committee on the Employ-
ment of the Handicapped, through the Division
of the Blind of the Library of Congress, is encourag-
ing compressed speech research because it promises
to provide a method for recording two to three times
as much information per linear inch of tape without
distortion or loss of comprehension. Direct access
to stores of audio information in libraries offers
inexpensive and practical method for updating
information frequently and distributing it to both
the sighted and the blind over established telephone
networks.” (Becker, 1967, p. 8).

Two final special cases of audio output should also
be mentioned. They are those of the use of the
computer to produce musical tones3*®" and of
computer-assisted music research and composition.
In a recent review, Forte (1967) indicates the fol-
lowing principal areas of interest: experiments in
auditory perception, the study of musical “‘gram-
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mars” in order to produce ‘“‘new’ music in a
specified styple, music analysis as applied, for
example, to pattern recognition procedures for the
determination of the style characteristics of a
particular composer or period, and the computer
development of original musical compositions.?6%® A
somewhat less exotic example is provided in ex-
periments designed to use computer audio output
to teach correct pitch to singers. 5-6*

A specific example of multiple input-output modes
as applied to music research is provided by Teitel-
man as follows: “The standard teletype of the DEC
PDP-6 has been augmented by an 88 key piano
keyboard which is connected directly to the com-
puter. Thus the user can play a melody, hear what it
sounds like—as performed by the PDP-6—and
also see the score displayed visually on the screen.
He can then edit the score, using the light pen, the
teletype. or the piano keyboard, and hear it played
again. Programs are being written to allow the user
to request the computer to fill in harmony to a par-
ticular melody, or to construct variations on a
theme and to play them back to the user.” (Teitel-
man, 1966, pp. 16—17). Still other intriguing possi-
bilities lie in the development of three-dimensional
data processing and display techniques, color, and
motion picture outputs, to be considered next.

5.2.2. Three-Dimensional, Color, and Motion Picture
Outputs

It is noted first that “motion pictures, 3D, and
multicolor displays via color separation represent
practical capabilities in addition to the more com-
mon forms of plotting and printing.” (Peterson,
1966, p. 131). Three-dimensional data processing,
manipulation and display is of considerable current
interest not only for machine-aided design pur-
poses.>®% but also for direct scientific and engi-
neering findings. For example, a paper by Serlin
(1966) considers the use of three-dimensional com-
puting and plotting techniques in terms of the partial
differentail equations involved in the cooling of a
thick glass slab.

Levinthal (1966) has developed techniques for
sequential display of two-dimensional output images
in such way as to simulate the on-line presentation
of the three-dimensional model of a protein mole-
cule.’61 Again, a computer-display system may be
used in studies of human perception, such as
perceptual masking phenomena in sequential
perception. (Mayzner and Tresselt, 1966). Tate
comments: ‘“‘Understanding of three-dimensional
structure is an essential part of the growth of
science. Greatly increased attention must be focused
on developing the needed systems for storing the
data available in the literature and manipulating
the stereochemical details for study.” (Tate, 1967,
p. 296).

Output representations of three-dimensional data
may be either mechanical, as in a spatial data
plotter.>®2 or they may be two-dimensional graphic
displays involving variable perspective views and

systematic rotation about an indicated axis.>® In
the latter case, there may be interesting require-
ments for handling problems of ‘hidden lines’.5-64
The hidden line problem has been further attacked
by Loutrel (1967) and Appel (1966), among others.
In addition, Appel (1968) has reported on techniques
for machine-generated shading or toning of draw-
ings.>%4 Perspective manipulations, shading, and
display also provide representations of the variable
depths of objects in space.5%

Investigations into three-dimensional data dis-
plays include questions of applicability to air
traffic control operations,5% to the possibility of
creating half-tone, 3-D photographs of conceptual-
ized shapes and objects 3% to visual simula-
tions,>%" and to the plotting of three-dimensional
contour maps of the moon’s surface.’67 Denil
(1966) reports on the development of a design
language (DLI), which involves a prototype com-
puter system to handle the design of three-dimen-
sional objects.>%”® Beyond this, there are possi-
bilities for n-dimensional display of hyperobjects.
In the latter case, the investigator concludes: “The
importance of the techniques presented . . . is the
use of a digital computer to generate visual displays
of the three-dimensional projections of the hyper-
objects. Such displays of rotating hyperobjects
could be produced most efficiently by a computer
since the projections and drawing would be too
tedious and impractical to produce by any other
method. Although no actual mental visualization of
the fourth dimension resulted from the computer-
generated displays, it was at least possible to
visually display the projections and be puzzled in
attempting to imagine the rigid four-dimensional
hyperobjects.” (Noll, 1967, p. 473).

As of several years ago, Rosa reported that ques-
tions of color, three-dimensional data display, and
size of display were matters of continuing con-
troversy and concern.?% For effective radar and
sonar screen displays, many different colors may be
required.>® On the other hand, as Hobbs points
out, difficult design compromises may be required
to achieve good performance,’%% and Baker and
Rugari indicate that desired capabilities have yet
to be achieved.?-6%

A color display device, developed by the Digital
Equipment Corporation for the Air Force Cambridge
Research Laboratories, uses a 3-gun tube to plot
designated points on a 512 x 512 raster. Mazzarese
(1965) reports that: “Color has proven particularly
useful at AFCRL in filter design studies, which
require overlaying graphic information correspond-
ing to different ways of manipulating raw data.
Different colors can code different parameters, or
varying intensities of one color can show the changes
with time of one value.”

Further, “the National Aeronautics and Space
Administration has awarded the Philco Corp., two
contracts to develop an experimental color tele-
vision display system for possible use in the mission
control center of the Manned Spacecraft Center in



Houston.” (Electronics 38, No. 18. 40 (1965).)
Mahan (1968) reports on developments at ITT.
Philco-Ford, General Electric, and Sylvania 3:6%
while Hartsuch (1968) mentions RCA and Crosfield
Electronics.3-6%

Then there are possibilities for hybrid displays.
such as the following: ““One intriguing prospect is a
hybrid display—a wall type panel made of solid
state materials that emit light when activated by
a light beam that is deflected electrically. Such a
system would combine the advantages of the two
principal approaches to optoelectronic display: the
higher resolution and more modest switching require-
ments of light-beam ‘writing’, plus the multicolor
capability, higher reliability, brighter light and
lower power consumption of panel displays.”
(Soref and McMahon, 1965, pp. 56—57).

Knowlton (1964) describes an ingenious technique
for computer generation of animated movies. such
as those that might be desired for psychological
experiments or for expository educational films or
for visual display of computer processing results
including the dynamic drawing of flow charts or
wiring diagrams.57°

Another example of motion picture output is cited
by Gomolak in connection with ‘“‘electronic drafts-
man’’ applications.>”! More recently, at Bell Labo-
ratories, animated movies have been machine-
generated with respect to the effects of different
gyroscope constraints on satellites. (Noll, 1966.
p. 143).57 Then there is the VISTA system (Visual
Information for Satellite Telemetry Analysis).5-722

It is to be noted with respect to three-dimensional
and dynamic displays that: ‘“General three-dimen-
sional graphical communication, which deals with
arbitrary surfaces and space curve intersections.
presents many difficult problems; the beginning has
been modest and much work remains before the
complete graphical communication problem is
solved” (Johnson, 1963, p. 347), and that: “The
matter of three-dimensional displays is closely allied
to the problem of dynamic display and is still a
matter of concern.” (Rosa, 1965, p. 413).

5.2.3. Multi-media and Special Purpose Direct Qutputs

In a 1967 lecture, Mayeda discusses as a new
objective of system design the development of multi-
media networks, pointing out that, with the excep-
tion of certain military and intelligence applications,
most information processing systems have been
“single path”, but that new network requirements
will necessitate the use of information processing
technologies in combination as well as the “mixing
of normally incompatible media into one information
transfer system.” (p. 4).5-73

In addition to the varied combinations of textual,
visual, and audio output presentations stressed by
Mayeda (1967), a special purpose output mode may
be required, involving encoded tactile-pattern
messages. For example, equipment providing tactile
means for the reception and perception of speech
dates back to the “Teletactor’ developed by Gault
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and Crane at the Bell Telephone Laboratories in
1928. Following the development of vocoder tech-
niques (Dudley. 1936) a tactile output vocoder was
built by Levine and others at M.I.T., in the period
1949-1951.

A tactile vocoder at the Royal Institute of Tech-
nology is designed along lines that are similar to
these earlier lines. First. it uses an amplifier to
enhance the speech signal as it is received and then
passes it through a differentiator to provide high-
frequency emphasis. The signal is next divided by
means of overlapping filters into ten channels of
different center frequencies. The output signals
from each channel are rectified and smoothed to
provide a control voltage. Next. in turn, each of the
ten control voltages modulates the amplitude of a
300-cycle per second sinusoidal signal. When these
signals have been amplified and adjusted for
channel sensititivity, they are fed to ten bone-
transducers serving as vibrators to stimulate the
tips of the user’s fingers from left to right across
both hands in the order of the lowest to the highest
channel. (See Pickett, 1963).

Then we note that: “Researchers at Stanford
Research Institute under Dr. James C. Bliss have
devised a 12 x 8 array of air jets which, under
control of a CDC 160-A. is capable of transmitting
a perceptible message.” (Datamation 9, No. 11,
61 (1963).)

The potential multiplicity of different input-
output modalities may be illustrated by two ex-
amples. First, the future potentialities of man-
machine interchanges between verbal and graphic
representations of chemical structure and other
diagrammatic information are just beginning to be
explored. Such possibilities are of considerable
interest in such areas of application interest as
studies of interactions of chemical structures with
biological effects. Some of the possibilities may be
exemplified by the following case: Without having
undertaken a prior literature search, the researcher
has synthesized a new steroid compound in the
laboratory. He prepares a chemical code notation
and/or structure-connection-table listing as input.
As a result, he receives:

a. An indication as to whether or not his presum-
ably “new” compound has been previously
reported in the literature and, if not, whether
it is possibly patentable.

A two- and preferably three-dimensional dis-
play of the structure he has described. This
may or may not be over-written in terms of
coincidences with previously recorded infor-
mation. By pointing at specific subsets of the
diagram, he will direct the system to retrieve
and report all available data with respect to
observed physical characteristics and bio-
logical effects of known compounds containing
this specified subset structure.

He may then add to or delete from listings of
multiple-substituent possibilities at variable
locations of attachment to the given nucleus,



and request display/report of the consequences
in terms of previously known results.

As a second example, a reading-machine system
under development at M.LT., “will include an
opaque scanner for the sensing of printed matter,
real-time data-processing facilities for real-time scan
control, for operating upon the data, for controlling
tactile and auditory displays, and for monitoring
and analyzing the performance of human subjects.
In its most sophisticated mode of operation, the
system will recognize printed characters and gen-
erate artificial speech. A less sophisticated output
mode will utilize Braille for tactile sensing and
spelled speech for auditory reception. In its simplest
mode of operation, the system will simply reproduce,
as tactile patterns, the black-white shapes sensed
by the scanner, without automatic character recog-

nition. Between the simplest and most sophisticated
modes, there lies a spectrum of intermediate modes.”
(Quarterly Progress Report No. 80, Research
Laboratory for Electronics, M.1.T., 217-218 (1966).)

Then there are developments in what has been
termed an ¢‘. . . Interaction Screen”. This may be
achieved by an electronic system ‘‘consisting of
five major components: two consoles, one for each
subject, through which, by operating dials and
switches, they interact with one another; an experi-
menter’s console for monitoring subjects’ inter-
action; a control unit for altering the response
possibilities open to the subjects; and a card punch
that records all interaction by both subjects.”
(Sawyer and Friedell, 1965, p. 447). Beyond such
interaction capabilities, large scale and high reso-
lution dynamic displays may be desired for group
interaction with processor systems.>74

6. System Qutput to Microform and Hard Copy

In the preceding section, we have considered
direct output and display primarily as associated
with Box 5 of Figure 5. In fact, this arbitrary
association is indicative of some of the difficulties
of presentation in this and other reports of this
series, since in many cases the distinction between
these direct outputs and those outputs that follow
post-processing operations (Box 13) is entirely
artificial. (Certainly the question of a multiplicity
of output modalities and of multi-media output
presentations is at least as pertinent to Box 14 as it
is to Box 5.)

However, the intention in the preceding section
was intended to emphasize the possibilities of
direct, on-line interaction between the user and the
system. In particular, as previously noted, new
problem-solving capabilities are offered by advanced
information processing techniques, especially in
the form of a two-way process of graphical input and
output and of effectually on-line communication
between the problem-solver and the machine so
that, at the man’s own pace, he is able to study the
effects of modifications and changes by having the
results displayed to him almost instantaneously.?- 742

By way of contrast, in discussing the areas of
R & D concern with respect to Box 14 of Figure 5,
we will consider those output techniques, media, and
products that may be produced either on-line or
off-line and that may often involve the use of various
intermediate media of storage and/or transfer. It is
of course also arbitrary to consider the system out-
put products of Box 14 prior to discussion of the
special post-processing operations (Box 13) that
typically precede them (this is also true with many
if not all of the techniques and products considered
in association with Box 5). However, since post-
processing operations such as transliterations and
re-formatting are often closely dependent upon
choices of specific output modes, we have delib-
erately deferred discussion until we have covered
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some of the remaining output mode possibilities.
Thus, in this section, we shall be concerned with
computer-based microform recording and direct
output transmission, with printing, photocomposi-
tion, and character and symbol generation, and with
requirements for hard copy output.

6.1. Microform Recording and Direct
Output Transmission

As we have seen in consideration of file media and

data storage techniques (Section 4), there are both
advantages and disadvantages of either digitaliza-
tion or of document miniaturization in facsimile
form for many different purposes. In many situa-
tions a judicious mixture of the two approaches may
be the best solution.f! To the extent that document
or data miniaturization processes are adopted,
however, there are specific questions of direct
output, post-processing operations, and delayed or
off-line output. These questions include output
recording of processed material to microforms,
clientele requirments for hard copy, quality of
display and reproduction, output via transmission
lines in various communication systems, and on-line
alteration of microform images.
An inportant recent trend in microform recording
has been an increased coupling of computer process-
ing to either off-line or on-line outputs into one or
more types of microforms.®2 In a 1965 survey,
Kornblum predicted that microfilm, microfiche, and
microfilm aperature card techniques would have
increasingly more challenging applications, specifi-
cally including on-line tie-ins to computer systems
and to multiple-access data banks. He cited, in
particular, the evaluations of the Micro-Data
Division of Bell and Howell and of NCR.¢3

By 1967, it could be specifically suggested that:
“The genuine advantages of microform computer
output indicate that all output, except possibly that



used for debugging purposes. should be converted
directly to some sort of microform. eliminating the
intermediate stage of hardcopy. Indeed. IBM’s
listings of systems programs produced for its
customer- and systems-engineers are stored on
microfiche. The ease and cost of getting hardcopy
when essential will naturally depend on progress in
the microform reader/printer technology; the high
stakes involved in being able to handle computer
output should encourage such progress.” (Van
Dam and Michener, 1967, p. 192).

Equipment such as the Stromberg-Carlson
SC 4020 microflm plotter 8¢ and later “Microma-
tion” equipment (Kalagher, 1968, p. 37).64* an IBM
system ¢4 and the 3M Electron Beam Recorder 3
are commercially available for such purposes,
offering in the latter case speeds of up to 60,000
lines per minute. At Bell Laboratories, such an
output mode has been available since 1961, and it
now includes computer-generated movie capa-
bilities.®%* In addition, a package of FORTRAN
programs has been developed that provides for
drawings of orthographic views of combinations of
plane and quadric surfaces that are output to a
microfilm recorder. (Weiss, 1966).

On-line modification of displayed microform-
recorded graphic images is specifically included in
many machine-aided design and machine-assisted
problem-solving applications, including the pre-
viously mentioned DAC (Design Augmented by
Computer) system,5¢ and others (see p. 23).

A first factor involving the quality of display and
subsequent copy reproduction of materials proc-
essed and stored as microforms involves the quality
of the input material.%%2 A second factor involving
quality of display and reproduction is that of proper
maintenance of equipment %% as well as of the
microforms themselves.

From a systems design point of view, however, the
most critical factors are those reflecting client
willingness to accept and use the products and
processes of microform techniques. For example, it
has been quite widely assumed for some years that
the use of microforms for documentary and library
reference purposes is generally unacceptable to
scientific and technical users. With improvements
in the availability of microforms and in the tech-
nology of use however, there is now evidence of
growing acceptance and in some cases of certain
advantages to the user.$7

Nevertheless, the systems planner and designer
must still address himself to the questions of how
convenient, how compact, and how portable avail-
able viewers having good quality legibility are? Can
hard copy, enlarged printouts be obtained either
directly or indirectly on a selective basis from such
devices or must there be resort to separate processes
involving other equipment? Further, it has been
noted that “‘the general problem of a satisfactory
hand-reader for microform still remains to be
solved.” (Council on Library Resources, 1966, p.
92). Wooster, (1968) however, suggests a “cuddly”
microform reader, as shown in Fig. 7.
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With respect to direct output transmission via
various types of communication links, it is noted
that Long Distance Xerography techniques de-
veloped by Xerox can be used for transmission of
graphic materials from computer-based stores %7 as
can other types of scanning converters transmitting
to remote facsimile recorders.t™

A more recent Xerox development is the Graphic
Terminal Hardcopy Printer. used at the Bell
Telephone Laboratories in conjunction with a
computer-driven data display system.®’ A special-
purpose device, the Microteleviser. providing for
the remote viewing and continuous focus magnifica-
tion of microfilm images, was introduced by General
Precision, Inc.. at the 1965 WESCON exhibition.

Output via closed-circuit TV systems is also
presently limited primarily because of high costs
for use of coaxial cable transmission. However,
various trials of such systems have been and are
being made —for example. the Council on Library
Resources has supported studies of the *“Tele-
reference” system involving closed-circuit TV and a
remotely controlled card manipulator for multiple
external references to a library card catalog at a
central location.,%¥ a closed-circuit system has been
installed for the Lake County libraries so that the
common collection can be appropriately shared,$1°
and a laboratory use of such a link for graphical
presentations of computer output has been reported
by Neilsen.®!" In addition, Brookhaven National
Laboratory operates a network for video storage and
display at the local stations.6-112

Examples of commercial developments include
Remstar, which couples closed circuit TV trans-
mission with automatic records retreival equip-
ment.*!"" Then, in Great Britain, a patent (No.
997.946) has been granted to Pye, Ltd., for a system
that converts normal high-speed TV signals into
low speed signals generated with a slow scanning
speed and occupying a narrow bandwidth (see
Electronics Weekly, No. 258, for Aug. 11, 1965).
Dixon Industries, Irc.. has developed a video sys-
tem, VIDEO-IR, allowing remote transmission via
slow-scan methods over ordinary telephone lines,
and offering a unitized tape record the size of a
punched card to hold up to 150 pages, as well as
tape reels. (Sci. Inf. Notes 7, No. 1, 2 (1965).)

and
and

6.2. Printing, Photocomposition
Computer-Controlled Character
Symbol Generation

The earliest and still most common form of output
of information processing system results is that of
typing or printing. In the past few years, increasingly
automated techniques have emerged for use in
publication and printing processes. These range
from use of direct computer printouts, using high
speed. but low quality printers, through computer-
generated tapes that drive automatic typesetting
operations to batteries of low speed composer-
printer devices. to computer control of high-speed



FIGURE 7. Proposed microform reader.



composition systems that do provide output of good
typographic quality. There are obviously continuing
problems of advanced system design. in terms of
appropriate comprises between speed and quality.®!2

6.2.1. Line Printers

In general, direct, on-line printouts from informa-
tion processing systems are made at high speed.
but with monocase limitations.,%!? fixed inter-
character and interword spacing., and poor utiliza-
tion of paper.%!¢ In the case of some chain printers.
such as the IBM 1403 %'> and the Potter Chain
Printer.51¢ somewhat larger character sets than the
single case set can be accommodated. Then it is
to be noted that “‘use of 2-case print mechanisms
on high-speed computer printers for the display
of extended chemical character sets has been under
joint development by IBM and Chemical Abstracts.”
(Burger, 1964, p. 2).

In addition, it should be noted that “printing
speed for these [chain] printers depends both on the
information to be printed and the character arrange-
ment. Since most printing applications use some
characters more often than others it may be possible
to increase the printing speed by repeating high
usage characters on the chain more frequently
than low usage ones.” (Eichelberger et al., 1968.
p. 130). Further, “given character usage statistics
we can (1) reliably estimate printing speed for a
given character chain arrangement and (2) improve
the arrangement so as to increase the average print-
ing speed.”” (Ibid, p. 136).

There are continuing trends for higher and higher
speed of printer output., especially in the area of
non-impact printing devices, since, as Becker points
out, 1200 lines per minute is “about the maximum
speed of a line printer because there is a limit to
the firing time available for mechanically operating
a print hammer.” (Becker, 1967, p. 2).617 Advanced
hardware techniques for output printing include a
thermal imprinting development by NCR for the
U.S. Army Electronics Command.517

In a brief 1965 survey of non-impact printers,
Webster notes first a facsimile process technique
which forms a latent character image on electro-
conductive paper by pulsing selected wires in a
matrix of styli. The visible image is formed by liquid
or power toner that adheres only to the image area
and is bonded by heat and/or pressure. Representing
this approach today are small serial devices such as
Motorola’s TP—4000, and ‘high-volume printers
such as the Radiation ‘Super-Speed’ printer— over
31,000 lines per minute”. '

Planned variations in the TP—4000 teleprinter
equipment also illustrate new developments of
interest in the multiple access and man-machine
interactive systems. “This new teleprinter will . . .
provide a single facility for the human operator to
make inquiry of a computer at his maximum but
plodding rate of 10 to 15 characters per second, and
receive his answer back at a rate of 300 characters
per second.” (De Paris, 1965, p. 49).518 Another
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example is the development of Miniaturized Tech-
niques for Printing, or Miniprint, by NCR.682 On
the other hand. higher speeds may result in the loss
of visibility for the user of an on-line terminal.6-18?
Nisenoff reports that, as of 1966, ‘‘several de-
velopments were undertaken to produce ultra-high-
speed printing mechanisms of a non-mechanical
nature. Radiation, Inc., for example. built an
electrostatic printer which required special electro-
sensitive paper. With the paper moving at nearly
100 inches per second, a maximum printing rate of
60.000 characters per second (500 lines per second
or 30.000 lines per minute) was attained. The cost.
however. was high for general use of this type of
subsystem.” (Nisenoff. 1966. p. 1824).6-18¢

6.2.2. Photocomposition and Electronic Character Gen-
eration Techniques

A major type of non-impact printing technique
is represented by the various types of photocomposi-
tion equipment. By contrast with impact printers,
with other types of non-impact printing, and with
hot-lead typecasting machines. the photocom-
position techniques involve the transfer of optical
images of characters from a negative master to a
photographic emulsion, with suitable provisions for
illumination, image magnification or reduction, and
positioning. Many techniques and configurations of
mechanical, optical and electronic devices and de-
velopments have been employed for such purposes.

Typographic quality output is achieved in photo-
composition techniques by the automatic selection
of the right one of several sets of characters, by
point size adjustments for the individual character
including those necessary for subscripts and
superscripts.51#¢ by controlled positioning of the
character as projected, and by insertion of special
symbols and characters.51?

The generation, accurate placement, and perman-
ent storage of hundreds or thousands of high-quality
symbols per second presently require that optical-
photographic techniques be employed, since the
speeds are too great to permit mechanical symbol
selection. Photography on film or paper is the cur-
rently preferred recording method, although other
graphic storage techniques, such as electrostatic,
thermographic, thermoplastic, photochromic or
video signals on magnetic tape offer alternative
recording possibilities.5-20

More than two decades of development in photo-
composition techniques (from the Higgonet and
Moyroud “Lumitype” and ‘“‘Photon” patent appli-
cations of 1945) have culminated as of today in a
wide variety of available devices in a broad range
of costs and performance characteristics. At one
extreme, we find 610 character per second devices.
At the other end of the speed spectrum is the Benson
Lehner Transdata system with a theoretical text
composing speed of 62,500 characters per second,
but with a character set (or ““vocabulary”) limited
to less than 100 characters or symbols. The inter-
mediate speed range is bracketed by the Photon



900 series (300—500 cps) and the specified Linotron
rates of 1,000-10,000 cps. Hartsuch reports 1967
developments by Photon, Fairchild Graphic Equip-
ment, American Type Founders, Alphanumeric Inc.,
Harris-Intertype, and K. S. Paul and Associates,
among others 6-204 )

Among the electronic character generation tech-
niques noted in Webster’s 1965 survey were the
A. B. Dick Videograph.,®2! the Stromberg-Carlson
Charactron shaped-beam tube$22 and “‘the . . .
little-known Xeronic High-Speed Computer Output
Printer developed by Rank Data Systems Division
. . . Character formation is by a pair of cathode ray
tubes which form the latent image on the charged
paper, which is developed by a continuous xero-
graphic system. The ‘form’ repertoire is held on a
strip of film which is superimposed over the frame
of variable information.” (Webster, 1965, p. 45).

Character generation techniques for high quality
as well as high speed composition are employed in
the Linotron system %2 in RCA developments 524
and in the Digiset equipment developed by Dr.
Rudolf Hell.525 An entry of Bell Laboratories is
described by Mathews and Miller (1965) as having
the following graphic arts display characteristics:
“The unit can produce on a single scope face high
quality printing with as much as 200 lines of 350
letterseach . . . atspeedsof 500t0 5,000 characters/
second. . . . Since the image is described in com-
plete generality digitally, line drawings, mathe-
matical equations, musical scores, and an unlimited
number of type fonts can be produced by the same,
completely standard, means.” (p. 397) More recent
developments in high speed character generation for
phototypesetting also include the IBM 2680 CRT
printer.$-2%*

6.2.3. Computer-Controlled Typographic Composition

Thus. in the past several years, three major, and
often closely interrelated. developments in hard
copy production technology have gained con-
siderable momentum. These are: the development
of techniques for computer-based typesetting, in-
cluding automatic justification and hyphenation;
the further improvement and widespread use of
photocomposition techniques, and the development
of both off-line and on-line devices for high speed
character and symbol generation, including the
recent breakthrough in ‘“computer calligraphy”,
notably, at the U.S. Naval Weapons Laboratory,
Dahlgren.5-25b

The automation of the traditional compositor
functions is well on its way toward revolutionizing
the printing industry. Overviews of this field have
been provided by Barnett (1966), by publication of
the Proceedings of the two Computer Typesetting
Conferences (the Institute of Printing, 1965, 1967),
and of a 1965 Symposium sponsored by the Center
for Technology and Administration of The American
University (Hattery and Bush [eds.], 1965), and by a
Symposium held at the National Bureau of Stand-
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ards (Lee and Worral [eds.], 1968), as well as by the
Stevens and Little review (1967).

It is to be noted in particular that “the Govern-
ment Printing Office was instrumental in the de-
velopment of computer programs and production
techniques which have made it possible to utilize
the most recent developments in printing technology
and to apply automation to the publication of . . .
[the] latest edition of the Library of Congress sub-
ject heading list. This is the largest single publica-
tion which has been produced by the Government
Printing Office using computers and photo composi-
tion.” (L.C. Info. Bull. 25, 612, 1966). Further,
there are even computer typesetting procedures
designed for publication of computer language
specifications, such as that developed for Autocode
AB, in Sweden. (von Sydow, 1967).

The field of typographic-quality composition and
printing actually comprises several quite different
technologies. However, a number of these tech-
niques may be made to converge in the design of a
single large-scale system. At one extreme, a skilled,
highly trained operator must perform all of the com-
positor functions (spacing, leading, horizontal and
vertical justification, hyphenation, page makeup)
required to operate typesetting equipment; at the
other extreme, text copy with or without font, style,
size, or format specification can be processed with a
high degree of automation through all the operations
that are necessary to produce type or plates set for
printing.

Among the pertinent technologies are: special-
purpose devices or computers to provide justifica-
tion, re-spacing and hyphenation information
automatically; ¢2¢ photocomposition developments;
electronic character generation devices for both
on-line and off-line applications, and the program-
ming of general-purpose computers to accomplish
the type compositor functions.

Improvements in size of character repertoire and
provisions for rapid switching between character
sets under automatic control are under active de-
velopment. Some systems incorporate possiblities
for program-controlled, light-pen inserted, or
reproduced-from-storage interpolations of graphic
material with text, ranging from formatting grids
and lines (in order to separate or to emphasize
tabular or columnar matter) to the incorporation of
reproduced photographs with half-tone fidelity.5-262
Other combinations may permit the intermixture or
superpositioning of pre-recorded graphic informa-
tion (including pictorial data) with that of text or
graphics generated effectively on-line.526* For
example, the new Photon 901 allows variable char-
acter density, together with other improvements of
the 900 (or Zip), and in addition provides for the
insertion of graphics from projected slides.5-26¢

Going beyond the direct composition onto the
page of two-dimensional symbols, many applications
of the future will demand the automatic insertion
of previously stored graphic material such as
drawings, illustrations and photographs and of



similar material received via communication means
such as facsimile. Actually. this type of sophisticated
output has been investigated in several quite early
projects 527 and it has been claimed that “‘there
appears to be no real technical barrier to the simul-
taneous or practically simultaneous composition-
imposition of both text and graphics.” (Duncan.
1964, p. 135).

The Linotrons and related equipment built for
the Air Force will provide for the generation of
graphical material, such as line art illustrations.
continuous tone illustrations, and screened halftone
illustrations in a separate video display system, with
optical mixing of the lexical and graphical ma-
terial.6-28 Beyond such questions are those of ““Com-
puter Calligraphy” (Hershey, 1967). including
problems of computer-controlled composition of
chemical structure diagrams and mathematical
formulas, to be considered in a more general dis-
cussion of character sets and display terminal
design requirements in a later report in this series.

As of 1967, then, the computer has demonstrated
capabilities for eliminating the need for complex
compositor skills on the part of keyboard operators,
for providing significant increases in the speed with
which type composition functions may be carried
out, and for keeping pace with those developments
in electronic photocomposers that promise graphic
arts quality typesetting at speeds of several thou-
sand characters per second and the superimposition
of line art, screened halftones, and continuous
tone illustrations.

6.3. Hard Copy Reproduction

It is obvious that direct printout. delayed printout,
photocomposition, and symbol and character gener-
ation techniques can provide the typical system
client with hard-copy versions of the information
processed by a system or contained in or retrieved
from its files. In other cases, however, the primary
system output (whether in Box 5 or Box 14 of
Figure 3) is some type of visual display of complete
items or their surrogate representations which the
user scans. Such displays may also be accompanied
by address-locators such that the item in its entirety
may be retrieved or reproduced in facsimile from
its location in physical storage. In addition, the
option of hard-copy or facsimile reproduction may
often be desired from the system response and
display as such.5-2%2

In particular, the provision of hard-copy retrieval
options is important in most information selection
and retrieval systems involving storage of docu-
ments and data in microforms. While some con-
troversy exists with respect to the extent and
urgency of client requirements, user satisfaction
considerations would appear to dictate continuing
agreement with such commentators as Mikhailov of
VINITI in 1962, ‘““the production of a large number
of copies directly from microfilm must be made
possible . . . (1962, p. 51) and of Licklider with
respect to an on-line system of the future: “There
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should be a way to capture any frame of the display
in the form of *hard copy’, and the hard copy should
be coded automatically for machine filing. retrieval,
and redisplay.” (1965. p. 94). It is, however. im-
portant to determine the extent to which hard<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>