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ABSTRACT

A cellular array is an iterative array of identical information processing
machines, cells. The arrays discussed are rectangular arrays of programmable
logic, in which information stored in a working cell telis the cell how to behave. No
signal line connects more than a few cells. A loading mechanism in each cell allows
a computer directly connected to one cell to load any good cell that is not walled
off by flawed cells. A loading arm is grown by programming cells to form a path
that carries loading information. Cell mechanisms allow a computer to monitor the
growth of a loading arm, and to change the arm's route to aveid faulty celis.
Properly programmed cells carry test signals between a tested cell and a testing
computer dlrectly connected to only a few cells. The computer may discover the
faulty cells in an array; and repair the array by Ioadmg the array’s good cells to
embed a desired machine.

Terminology and network models are developed to describe the
characteristics of a machine that are important to the test and repair of an array
embedding that machine. Important machine classes are defmed, and their test and
repair requirements are compared. Computer simulations of repair aid this
comparison.

Each machine class is repres,ented by a particular cellular machine
design. Arrays are presented for reslizing highly-integrated, computer-maintained
memories, such as variable-length shift-registers, random-gccess memories, and
track-addressed sequential-access memories. One flawed array of simple cells
may perform like any digital machine, within limits set by the size of the array, its
number of input-output leads, and the speed of its components. One such machine
can test, configure, and repair its cellular environment. Applications for these
cellular arrays are discussed.

The thesis’ approach is oriented toward the realities and trends in
large-scale integrated circuit production; and has potential integration level,
reliability, maintainability, and flexibility advantages.
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TITLE: Professor of Electrical Engineering and Computer Science
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CHAPTER 1: OVERVIEW

Section 1.0: Introduction

A cellular array is an iterative array of identical information processing
machines, cells. Test of an array discovers its flawed cells. Configuration of an
array programs it to behave like some machine. Repair of an array programs it to
behave like a desired machine in spite of faulty array cells. This thesis develops a
practical systems approach to highly integrated, computer-maintained cellular
machines. The structural simplicity of cellular machines gives them many
advantages, especially now when large-scale integrated circuits (LSl) are
proliferating. We specify cell mechanisms and outline associated support programs
for ah arbitrarily large, two-dimensional, rectangular array. While we focus on
two-dimensional rectangular arrays, our approach has obvious extensions to arrays
with different interconnection geometries and more dimensions. This approag:h '
allows a digital machine to electronically test, configure, and repair an array by
. direct communication with only a few cells in the array. The fact that a computer
can test and repair an array implies that the array need not be perfect. All the
cells of the array may be simultaneously produced as a very large, integrated
array device. Such a device usually has faulty cells. After the array is first
fabricated, a computer can find the defective cells in the array and load a perfect
machine, which incorporates only good cells, into the flawed array. Thus the same

mass-produced device may be program-customized by a mass~produced device,
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the computer, to behave like a desired machine. if this array-embedded machine
develops a new flaw during its operation, and if this flaw causes a noticed
performance degradation, the array may be partly or Wctdyn—tutcd ond re-
mmm.m Thus o » wdded thachine mey be electronically
* be maintained by o digitel- machine. Furthermors, the array may be re-customized
at any time. This approach is tallored to the realities and trends in design,
~ composed of LS} components. |

| We discuss arrays ‘of “programmable logic”, where Information loaded
into memory elements in & working cell-telfs'the celt how to behave. ‘No signal line
cmmmym A {oading mechsnien is develtped-for sach cell in an array;
this allows a computer directly connécted {o ‘only vhe’ colf“to foad ahy good cell
thet is not wailsd off by flawed cells. The foadifig Information whith the computer
vends to the array may select one of o largs set of pidkuible paths for a loading
arm that ‘carries ioading information 1o o call. We develop celi machanisms that
eliow the computer to moniter the growth of u loading arm to a cefl, and to change
the route of the arm to aveid fautty celts.” A méthod Is described for testing cells
in an arrey by using a test machine directly  connectec
array. Propetly programmed ceils carry test signels between some newly tested
cell and the test machina. A loading arm mey be used 10 vary the state of the
tested cell.

1o crly a few celis in the
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Programming an array to behave like a given machine is called
embedding that machine. When a machine s ebedled in an array, it should not
alioﬁ faulty cells to affect its behavior. Therefore an embedded machine is
programmed to ignore signals sent from faulty cells, We find that the
communication pathe required betwaen the essential cells of an embedded machine
affect test and repair of an array for embedding that machine. Development of
precisely. Important embedded machine clasees are defined, and their aseaciated
~ test and ‘repa‘ir. fgguirgments are dotaﬂgd. cm";m,um of repeir

terminology and network models allows us to des

facilitate this comparison. DT o ,

For each class. of machine that's described, a particular, petentisily
useful representative of that class is detailed. All arrays’ cells contain our. loading
mechanism. Arrays are presented for rasiizing highly .integrated, computer-
' ' realizing verisble-length ehift-
registers, random-:gc;e_és memories, and track-addressed sequentisi-access

maintained memories. These include arrays for realizin

. memories. One array of simple. ceils may be pragrammed:to. embed an arbitrary

. digital machine, within limits set by the size of the array, its number ot input-
output leéds, and the speed of ntscompononts,Anaray-anboddadcomputpr can
test, configure, and repair its cellular environment using: techniques we develop.
indeed, two or more arrey-embedded computers can fest and. maintain esch other.
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Section 1.1: Arrwys And Embadded Machines
A more detailed descriplion of our apiprodch requires Introduction of

some key terms.
A cofuler arrey 4a'sn array of functionelly identical infermation processing
nmchdl:.mthIﬂmtthway Each cell of an n-dimensionel
array occupies » lattice point In sn n-cimensional space. Enhedieumiutu -
directly with offier mmchines through a fiite sét of signal tines. Figire 1.1 shows
a possible layout of a celidar arrey. Each coll In 8" VeR array Has a fixed number
of signal 1ine ‘sadesets, whéh correspending to potaktial diect communication with
another cell, a netghbor. If any member of & side-sel tornects to & Mﬁw. oll
 mefrbers of the shie~set curmect to thet neightor. “If-4 sidé-wst dossn't connect to
a neighbor, some or ali of s members fey conriect fo sn extra-srray machine.
Unconnected inputs et as it they sre c‘;f"" scted to Nmry O; this is easily
‘implemented. Wa concatitrate on chickerdodrd calilar srrdys; two-dimensional
" arvays like that shown in figure 1.1, whers sach cell hie four side-sets, with input

© ond output signal linés ot wach side-set. ‘Wi use the term "ceckérboard

to

for an identical cell. Soms have proposed arreys In which ‘signal busses run
through many cells. Since an array s often catastrophicilly damaged when a signel
~ bus s tamaged, we require that thers ummmm checkerboard arrays;
at most, a signel line connects a cell to Its four neighbors. Checkerbosrd arrays
are well-suited to the step-and-repest natire of current integrated circult (IC)
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Fig. 1.1 Layout Of A Checkerboard Array Connected |
oo o Two Extra-arrey Maghine - oo o

Key:’ An arrow indicates one or more of a machine’s ) A s, with the
S AP HraelIEh showing Tha. direction ST IOFGIGE flod™ TIe o bakier:
represent exira-array Machines. The smal, unlettered boxse represent colls. .

r"Eis-gsl;z interconneclion Netwerk For. Chetkerboard Arcme:OfFigure 1.1 -

1Y > S o Lo ELoeo LD R A R
R PR oo e et
N




PAGE 15

production. These srays d“mtm ” ion, andropdr adﬁn!aju.
An interceRnection network, a@h as that of giguro 1.2, partially describes
an array’s laymtby mm each W &rgﬁy Wﬁﬂhﬂ with its cellular
neighbors or mtu-aruy ms n ag Mu’mﬁm nstwork, each node
reprombae#“onhdm«ndnpruﬂsm.ﬂn—pmymﬁm Anodois
linked tomﬂwmdowdmummﬂmggwgwumdmﬂy

s M wamwm M an array Mnﬁy,
it's velid to m the activity In & subiFriy s ""VW"‘*" wnd trest the cells
outeide Wis ey as extea-(oiiaray pechies, |

WQMMWW¢kammmMcdl
contains functten-spectfication state bits atfecting which of-unrd operations the cell
performs. Both cells and arrays are viewed as having two functional loy-n -8

ey e ,.»A.
grrinsg w

“loadmg layer lﬁd u processing. l;mr - with. ﬁsw P m lN my
elements for éach layer. Of couru, these Iayers r;:y g Myﬁintortwimd.
At any given time instant, only one of a cell’s s layers is activaled The processing
layer of an ereay is usad to provide the: unclions of Hwaay Nt are invediitely

~useful to an array’s user. The processing layf: output snd stete are a function

of the processing layer's input and statn.mdn} the function state - the state of the
function-spacification state bits. The function-specification state bits mey enter
particular function state when an arrey is powered o after this, they may only

be loaded through use of the array’s loeding inputs. The sole function of the



loading layer is to load thess bits, and theceby.atie
processing layer of the array. Thus the functionyspecifisstion bits act as
intermediaries betwsen the loading Isyer. and. the: procassing. lewer. ~The funstion-
» qucificnfign bits are the only cell logic slements: '
| Typ!’gal use of an array involves loading the function-spe
‘thereby specifying some function state. affectic
loader is quisscent whie the proceseing jayes pacic _
loader may re-pragram the processiog Iayar. 40, pravide same ew funchion. -

~ For many actusl array spplicetignn, » ueer a1

proc»dng Iayar, with thp fixnd ;lttrim of;. &! M the - smbagded
machine. - Similarly, & user might only use an srrax's-loading ineuts during an
think ol; the arrey as an environment. MAMQQ M;ﬂa%mwﬂ '
. during this iot?r:'e'a; Finally, 8 user_mightlotaebwdon, thm psaresnms.of ieading, ueing
 loading inputs, and Lesting, using pracessing.inputs s aulpule, during an:interval.
- The user could think of an smbedded maching es. essipying-both: loadiag.and
| Processing layers during the.interval. As.we mighliewpest, the nature:ef-the
embedded machine profoundly affects the asiabili:and sapeinebility. of an.arvay.

P
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Knowtedge of the constraints on wn aifay during an inferval affects
- testing and repdir vo profoundly thet we deveiop a language to describe .t?mo
constraints. We corwider defirttions refstive to use of ah ray diring 8 given time
interval. m.wwmwmwmdm&nuy
interest him during n intervel; these are th iiiteredting eloments. The input-
 output leads of ‘sh srruy that connected to a usér's nischine might be the

bits which would
affoct the fusction en m&y pmm for & user miﬂit bo inhmtlng, ‘while
function-specification bits in a refote section éf an array might be uninterssting.
* Thus interest is defiried in terms of s ubir's iftendisd spiication. The etate of the
~array st the begiving of the interval, and the Nigrels It inay receiva durihg the
intervai, affect whih-of its memory slsments and side-sét lines are relesant; that
is, which may affect interesting sloments dufing the intervel. Anmm machtne
- for a given srrey is described by a list of those relevent memory slements snd
side-set input Nes whose vaiues are kiown To be fixed diring the interval, and
their asseciated velues. The smbedded machine's Inpit-output lines sre the
relevent input-output fines of the array thet are varisble during the interval. A
p&w»m ioading mechanism may ntmmwﬁutm state bits, and
~ thereby partisy: or compistely spetiy the mactine embéddsd in the processing
layer of an ofray. Figure 1.3 gives & charactirization of oré such embedded
~ machine. mmmuwmmwmmmmmmmw
‘parformance.of ttis ambedded michine.
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Fig. 1.3 Machine Embedded In A Processing Layer

T
I

. 4 18, Relcon Network For The Entadded Yaching
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Different embedded machines may be equivalent. If a flawed array is
conﬁgurod to embed a machine thet is equivalent to a perfect array’s embedded
machine, we sdy thi flawed array hes Mupmdh ﬂ\h‘a Moet machine.
Our array repsit is therefors an mmm mmmm of cells, and
not a mechanical siteration of an- m

A refevarnt connectton ne!wrk or rclcm netwrk, is a subnetwork of the
interconnection network thet dooeribu Mution h o Mod machine
(see hgure 1.4), Aoinfhtmhrmﬁmmtmaottemmondtoeem. and
diamonds correspond to extra-array machines. Kmdonlyif&hatomrdovmt
connection directly links a cell with m&uw or. ch machine, a link.
connects the celi’s dot to the appropriste dot or diamond in the reicon network. A |
cell’s relcon netghbers ore the entities - cells or extra-array mechines - whose
representatives sre Greclly firked to the celi's dot'in the réleow hétwork. A coll
with n reicon neighbors is a cell of retcon degree n, celled & relcon-n cell. An
embedded machine’s reicon is the highest relcon degree of any of its cells.

A qualification of our definition of an embedded machine makes it more
consistent wi:th our intuitive understanding of a machine. We require that two
cells in the same embedded machine be connectsd by some path of reicon
neighbors; that is, an embedded machine’s reicon network must have some path
between their repressntative dots. Thus two or more machines may be embedded
in the same array.

An array censtrains the reicon network of machines embedded in that
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il 15 many of ou' fosting, configuraton
and rapalr umntrom In o transmisiion’ thta, some inpuh to s coll are

uts delay; Mh,fhcwhm like one or
écting an input to an cutpul. Tln Mc we dheuu ol have inputt

‘Therrstabaeﬂﬁ U RD oL - mmaaedrsmm.m-w,
Right, Down, of Léft. E&‘Kudo-uiofaﬁvmcdlhammmofloﬂm

‘ *‘J 'e..-. ¥

bor of processing inpiits and muu. N—M
VFor all 15 K4 K1 tie that lu.(.lmlm :mél. %%Mou&o a»ociatod,
and given the same neme. This we might sseek of the Select Toading input and
output of each of a cell’s side-sets. In & loading transmission state; edch loading line

" inputs sl oututs

of one side-set is transmitted to an associsted loading output st one other side-
set after a deluy not longer than about one ‘ga‘té—douy‘. Thus a loading
transmission state busses the losding inputs of ane side-set to associsted loading
| outputs at anothor side-set. Processing transmisston states effectively connect a bus
to every sidée-set’s processing outputs. Each bus connects the processing outpuh
of a side-set to the sssociated processing nputs of sny one of the cels side-sets.

Transmisston links are important to our testing and repeair processes in

some arrays. A transimission link is a processing layer's chein of cells in
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«m Blﬁ.'v “a’ RO ST T
input at one of its ends to en associsted preppesing output at its opposite end. A

transmission states that acts as & two-wi

e b«-»»\

transmission link performs the same Wﬁmﬂm in an say.independent of the
link’s ptth or l.ngﬂ\.

Our loading wouehmueﬂ:hlodm%mmn trmt
losding signals to'the’ inputs of ‘s cell’being &1 Vedking &rayo for” omﬁbddinl
some reican-3 and relcan-4 machines, Srankiniesien Iie SNt Aest signals from a
test rﬁachine.au:huacomputor, tontnhied. Tbuomnmcommonﬂy
' Arrays tested in this

way are ropdrod by linking clusters of mmm trMuien links.
| - An embedded machine arm.is-a ehdnmm maighbors (see figure
1.5). The arm's anrdm-}, M»dt WM&M have reicon-2. The
roloomzwluuothoarmsbody mwﬂpm“ﬁﬁtwﬂmtﬁmﬂn
tip in the relcon network's chain, Almu;niswtoiuduncdmnm

return a tested coll’s ‘response’ back hw‘df““"~ -

PR |

array; loading dgnds fiow from thﬂodn. hnts bm to ih“tlp. where a cell is
Ioadod. Wodmmwmwﬂwmwyw%rbhmwm g
layer of a mochlm :

. We dcvalop a Ioudugg mochamm that cm bc couplod with any
progrmwnablo logic processing mdchanism in an: amy of two ior more dimensions.
This loacding mechartsm allsws theToﬁﬁf’ of a‘“syf‘““‘eann a porfoct, arbitrarily large
~ array by signals input-to ond cell anywhitre in uw-my ““Pils i#'possible because
a loadtng arm may be grown to the IOIM t’ﬂ The loading arm is an arm
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Fig. 1.5 Relcon Network For Two Embedded Arms

3

tips

Fig. 1.6 Relation Between Essential Network And.Associsted: Rel

A) Esoential network for figure 1.3's embeckied machine

B) Relcon network for figure 1.3's ambedded machine
o8
.
C) Ah embedded mechine equivatent ta 1.2 embedded machine

it » it

D) Releon network for the embedded machine in C

-
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- ambeddad in the |pading layer, of a0 ey Gelle.ia: the; bedy of. the: arm aere in
loading transmissian states, carrying laading sigaals. from Abe.bess of a0 arm o its-
~ tip, The laading mechaniam.in eah calsls wearscrtan.

side-get nn sufficiont to nﬂ,ogt F 2 ngm@mw in a perfect

arm,mdformalcﬂhinl gwec.errey, . W

call's loader subsaquentiy.hehavss. The.aell maysnder: o ieadias Sransmission
_ sots. _That is, it may become pact of:th
tip_call. Thus a cell- may lpad.ane. of jis

 col"s.lauder inpuky to.otler slle In.an.aqru; A st ol Sw basloadadt with o
loader state proparing.it. 0 be, xe-loaded;: thiss.spelvl wihen 9, asll. is tested in
 various funclion states, A osded el et Saven s celecn meighoern. the
loading arm to be the new tip; the former tip’s mmmm

. . and the laading arm.is. incrementally r ad... A sigoel 4o mmof an arm can

. alsq cause the arm to. wu xatract; thal in, the Mm deriestivate. ali .the
. \oader inputs of all the pells Mbﬂm Thus.sigonie 0. 4he hase-of 0 Jaeding arm

end.the arm in one of sevensl dirmationnixmicest $he arm, o eopaaiadly

A jo. extended Jalo. . errey.. This process.is: selled |
-~ orm growth; it is used te.grow. s path thel.eartiesloading: intervesdion from. one

VR AR . e e
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changs the state of the arm's tip. Becsuss only #loading arn's tip celf can have

oven may ‘Wle0 Fa-load cells in an

arrey, in order to Fe<customize or repeiv the siray. In o flawied or liregularly
shaped array, th- 'y dblfity 10 snake thrdigh alternate m*ﬂmﬁmﬁ'm
oeoryand armese hoe foader eptions xtand 4 6ate e Copusihy

| Use of a bsienced losder snd- tisfenced fahEtion stetes facilitates
machine-embedding in'a flawed srray. A loadit -
signels derives fram the mono-sctive; Beiiiced
 active proper

——
‘riskure’ of ‘the losder. The mono-
y o the foader impliss that & working Toll cii b sttivatad, Tobded,
- and de-activaled by s loading drmi finked to° the tostier ilgiité of orie of the cell’s
6, foad:the coll ‘With adesived function state,
“subsequeritly send leading ‘signals  throigh the €&l to' AN vide-set’s Tosder
outputs, and de-sctivets the colfs loadér. The'Toader's beliis allows & fobe
arm to funnel the seme foading com
~ The term "bslance"” is used to indicats ‘s cell mechanism’s functional
‘symmetry with respect 4o He side-sets. A ‘Cell's procéseliig’ méthenism may be
~ balanced for some or it of the celi's function states. Consider soms function state
S» of the processing mechaniom. This stete can be o

to wn i
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of statements rolaung each. etbacmtpdsprmniuqm Ouatet - - - O -

:somo groc.sdm outpu} in function s&gio E@.}g W :

aplicable processing states. If each permuty ) -ant subsceiple.
set of statements - such as the permutation interchanging L lnd U, but keeping R
and D where they are - yields a set of statements thet completsly describes some
allowed function state, the processing mechaniom is belsnced for state S, and the
balance-related function states vgonoratod by the side-set permutstions. |f ; cell is
balanced in every aliowed function-state, the cell is bslanced. Sometimes the
construction of a cell requires disallowed function states. One might, for instance,
use four function-specification state bits for thirteen dmodtuncﬂon states.
~ Three function states might be indle generaied, useless, and therefore
disallowed. | |

| An example clarifies the concept of a processing mechaniem’s bdm
Consider some processing mechanism with one processing input and one processing
output at each of its four side-sets. One transmission function state F, of this
mechanism is dascﬂbed by the set of statements below.
For Fy {lo O by O+ On ly > O}

An arrow indicates an input is transmitted to an output. TMc‘proéndng
mechanism is balanced in state F, if and only if the cell hes function states Fg and

Fc such that the following statements are true.
For Fg: {lp > Op ln = Opu I 2 Oy ly = O}
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For Fc: {ip = Oy, Iy » Op, Iy > Og, Iz = Oy}
If the mechanism is balanced in state F, it is obviously balanced in states Fg and
Fc. We then say that F,, Fy, and F¢ are balance-related. If the mechanism is

balanced for every allowed function state, the cell is balanced.
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... We raview.other. wark seletion; ta: tasling. Jansing.-on s ensie ok neliuler

... arays, Our appronch s te gl one: s xn semn 1t anawiton oochdes, that sllow.
. connected ta s few cals in.the. aray; . Thie,app |
 faulty behavior. . Onn, basic assumgtion in Jhet.a woud:onl Ju;loaed under. 3 ost

BE =

machine’s control, and not by signels coun

allows appropriste signals into a finite set of cells to sffect loading of a cell, there
is some chance that faulty celis will provide those signels to load e cell without a
test machine’s control, and therefore centradict this assumption. We describe
design techniques for making this arbitrarily unlikely; this involves making the set
of valid loading commands smaller than the set of paseible loading commends, 80
that f-ult-goncrqtod comﬁnndt are likely to be discbeyed. Another basic
assumption is that the behavior of a cell depends on thet ceil’s state and inputs,
and not on the state of other celis. Our checkerbosrd arrays heip assure the
validity of this assumption, because no signal line connects distant cells. A third
basic asswﬁption is that a faulty cell is somewhat consistent in its fauity behavior:
if a cell is good whenever it or its neighbors are tested, the cell must be good in
the intervals between tests. If a good cell becomes flawed, it may not pretend to
be good whenever it is tested. The first and third sssumptions are met if a faulty
cell’s outputs all remain stuck at some value. Another sssumption, which is made
to reduce tc'nt time, states iﬁdcpondcnco of certain mechanisms in a cell. For




techniques whith heip ‘dssure the VaINRy 81 ¥ our assiffiptions. “THese
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ofarepatrodd%y) hmtﬂaw.duvayowfthweﬂ\tﬁmadcdis,Ost

mmm Htcmyﬁ machines which are

" uﬁﬁmwmﬁmdmﬂwo

;i 534 i ¥ ﬁmﬁ

b o

SOOI PR e B T

‘f

h 'chec&erboard array
An c:scnttal mchtm is & Mlct melino m ln i prmnl IW

’ iy “3}1 Hit““ qu‘ ‘hi;
that tsawimaamﬁmmmefmmmwwu togothcr
L LR oenstrm bandiadne o
in some way. Themmudcdl:ofmmmmmedh M are .
, sidmsst U omen
not in ndn—brancfﬁng trafiniesion stifu Tho fou' edh ln th. wp-r—hft oquarc

another emential ceﬂ or oxtra-array madim. A win h * dncted simd poth

Wi dBRE S

sath i§ oither difact (betweer, iterconnection neighbors) or
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indirect (via cells in transmission states). The output of the slement in the middie

coll of figure 1.3 is wired direg

.. 8n extra-array machine,

 An essential ms&mw asiee of aquivalent: smbadded
.90 9 idh T calls, whoes dith cell is

.- in function state Fy, 1 < N.s T, then.an ambedded maching is squivelent. it-eas only

network dmcrms an essential machine. m&%m%nwﬁd nekwork

~ Just-as a relcon net

.. for the essential meching.in figura 1.3, A.aquare in:she nalmark siende.for sn

" essantial cell, sod sides of the squars stand:fon siderasieof Abe sesontial-call in
. the obvious way. Diamands a5 achinen. 44 anccanly. i @ Wire

- connects an_ essential coll's siderset qu aasentisl aeighbar’s side-sel, an
_sssociated link appsars. in the essentisl network.in. the. mupacted way. - An

* wapontinl pelwork jn sbviously reisied.to (i Feicon aelwerkacet the smbadded

s e AP

. .Mmachines in it sssociated equivalence class (ase Sgre.1iR)--Bach squere in an

. .essential. netwock muat have one and only. ane, corrempending watniial sade in. oach
associated relcon network. If two celis are essential MM:&M”MW

Mtwonk, aach relcon. m&mgk st heve mmm essential
.. nodes, This path .

poth ey be.s link (hatwesn. seneniiel salin. thet are- intencannection
_;). or g line-of links (corresponding.lo.

|
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' ohe Or more wires).

Chapter & discusses arrays snibedding ¢ :
high-relcon machemes. ANl embeddings of a M
with three or four reloon NeigH
 recogrizes smissdted mactines as squlvilent It they v (he' sime eedeitisl colls,
wit: ilputs ‘shdl outputs of
‘these essentisl cells: For every Sssentist coll inche m-mco« enbedded

equivatent machine. Since ‘sesentisl stétes of our Mgh-raicoh° machines sre
‘unbslenced, correspending eeseritisl céils-uet be-in NG siine funitivh state.
array machines i the same way. Only the m of asectibtad wires may differ in

designer typicelly specifies the sinplust exsential achine‘that Will perform a
Our repsir of high-reicon machines requires' the'ssslrmption that the

e s o 7 R OB AR A G B 3 R T TR A AT RS g s
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| moot appropriato high-rnlcou machlm m:hlt.cturn. Tha nuumption thnt tho
Iength of auociatod wiru may diffor in oquivdgnt omb ided mnchinn It not
| ‘roquurod for repair of arrayo omboddng tho othor machim ;IO dotﬂ
. uu.ch.pwa.m«ummtumcénﬁymwrppdu
WQ show that the machomm that provldo thm facumn pre very. close to
| companblo mochamm gnuntod for chnptor 3’: yrays.. Th- loadon sre
: Kfunctlonauy |dontical Tostmg is accomputhod by gowth of trammim?n links
] botwoen a test mochine nnd s tooiod cdl 'A tost ltuh is s trammiuion Iink
| ‘botwoonatnt madimmdsomocdl Inunmx The b ofihom*comocts

hmdofthe

tothat»tmadwm,mdthotipofﬂnh{*ict!ncdlqpﬂn

LSBT

| ’tutnm EachcollInthetutlirkcmtodmdotoandfmmthotipondoftho |

link, whoro a tutod cell may be located. Tho tut link h rown as thq body of

) test arm, whlch is L) tut Iink tormlnatod ona cdl in * "U-tufn function state.
’”VSIMS from a test muchino into the bm of Wf tpt am ﬂ{ N down the arm's
| bodytoitsUntwmrtmtothobmofﬂwmm;ﬁatﬁntMMM
ﬂ Tho test machino uses such ugnals to momtor tho grewth of s tost . Thc
- balancod statoo of colls in the arm allow it to ﬂmbly sndu aromd ﬂawod colis as
it grows from a tast machme to the ddo-n.twol‘a togtod cdl Tnt Iinks au grown
toall the aocesslblo side-sets of 8 tostd el Thm um Aa‘l’lgv&a test machine to

momtor the tested coll’s behavuor in vanous functkm stnta, whieh oe ut by tho
loodor

‘Repair of arrays embedding high-reicon machines is accomplishex
Tt T s e st Tt el U7 2l en¥eas pal o B SO £

TR R SR A g w,,x»egﬁfq.gfyx,c«g:’f:&;aw, I T I i
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of transmission stutﬂ to wire to(tthar ononthl nolghbon which aron’t
" 'intmomoct.on neighbors. Experiments with a repeir dmuhtor ollow us to begm
to compere th repeir costs invdvad with different mdsthl machines. The most

wiaeis & 2 S

‘ t hmh-rdean machine

difficuit checkww-way repair irmlv»
" whose essentisl n.twk is & grid (see ﬁgtn 17.4). ‘We call such a machine a
 grid machine, andl cull its essential colfs grid cells. The most m-l r.&df"éf a
) Mkmwdﬂwmm&aﬂﬁahmmmm Manyhuw-
relcon machines have essential notworks with squares and links nmng (m ﬁnurc
1.78). We'l sés thit these mechine bedded ina ﬂwnd amy more onuy.

are omb
" than grids machines. m:muntmwdtmmﬂmmm.mt

oy

inter-cell communication pnlhu durim o tnttrvd faeiﬁtﬂa r-pdr, but my nquu

. % LR AR ';g.@.v, i : ; x.:;irrw
ro—rcpair whon the interval ondc. "‘ o

Chapttr 2 aiso details an amy of slmph colh d«lgnod for tho

realization of arbitrary dgﬂal ‘machines. Others have duwﬂnd lﬁﬁnito omyo M
" may contam wtialiy-ﬂnih mndunen cap&h of porfa;iu tny mpuhﬁon lﬂd of
 constructing cther mechines thet can perform lny emuh&m “Gur array h the
first one we’va seen capablo of omb.dding s unlvurul computer-comtructor-
repaarer A computer may bomboddodhaﬂdtope:&;;ﬂuprmdm Iayor
~ of the array. A ﬁnchon state that tnmmitc proeum lrp:m as Mu outputc
provides this computer with a loading arm. (T Is the only time that our pr.viom
description of programmable logic is ﬂid\tty incon'oct, in that proecnin; inputt

may affect loading outputs) Under this embedded oenpuhr’t eontrai. the loading




Fig. 1.7 Essential Networks For Two High-relcon Machines

A) Grid

B) Non-grid

*th

Fig. 1.8 Relcon Networks For Two Equivalent Tree Machines

A) A tree with several branches

¢

B) A tree that is also an arm

=
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arm works with four test afni: to tut, program. andrepaw the compdfer’o
environment. The machine may construct more memory for itself by using its
loading and test arms. Furthermore, two x‘w embedded in an array
mey test and repair each other. w.mmmmmmw

designed as the processor of a universal computer-constructor-repairer.

Chapter 4 siso discusses practical production lssiies snd spplication
areas relevant to high-reicon machines. o

Chapter 5 discusses processing-layer machines called tree machnes.
Random-access and track-addressed uqucntw-aeeo« memories may be
efficiently realized s troo mmNm in ﬂ'aud aTays. Thh ic truo bocum iree |
maehnoualiutmaro Wopﬂatcbmﬁmwﬂehmybovimodaamdl
setofmddoswithacomnmﬂbmuﬂcmw;ugwﬂhmm
bus accessed by only one active module ﬁg givon time. Each cell in a tree
machine is a balanced, essential cell whose function state includes a unique name.
which a tree trunk, which may or may not-haveieftsheot branches, extends from

All embedded tree machines have tree-like réléoN

the tree’s base cell (see figure 1.8). A tree's base cell is the only cell that is
directly connected to the Input-output lines of the tres mechine. Two embedded
tree machines are equivalent if and only if they hwo the same set of cell names;
the perticular shapes of their tree-like reicon networks are irrelevant. Thus an
embedded tree machine whose reicon network is an arm may be equivaient to an
embedded tree machine whose reicon network has several branches. Tree
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- machines are embedded in flawed arrays more easily than arm or high-relcon
machines. If there is any path of good cells between two good cells in a tree
array, those good cells may be incorporated in the same tree machine. interwoven

test and repair processes for tree machines are like those for arm machines.
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Section 1.4: Array Repair

Chapter 2 reviews particularly relevant work invelved with celiular
arrays. Many have’ préserted particuler arrity“desighd. ‘Sowe ‘have prasented
methods for testing and . Wit of tiess methods use
custom metallization, but some use programmed repair. Some have concentrated

on necessary and sufficient conditions for testability or disgnosability of a
particular type of array. We design cell modules which are incorporsted into an
array to enable testing, loading, and repeir. We aleo present the first systematic
treatment we've seen of the affect sn embedded machine's communication
structure has on the testability and repairability of an arvey for smbedding thet
machine. | | |

We describe how constraints on the wiring betwesn essential cells of a
machine affect testing and repair of an array embedding thet mechine. Chapters 3,
4, and 5 coneider this question by focusing on three related cissses of machine -
the arm, the grid, and the tree. Figure 1.9 indicaiu how thou three classes
relate. Givmaﬂmadquwtem.ﬂmtwoﬁmmmﬁd the
repair process in the following way. The flawed array is viewed as a flew pattern |
(see figure 1.10.A), with a dot corresponding to & good cell and an X corresponding
to a flawed cell. The machine to be embedded in the processing layer is
associated with an uaptid machine and a class of equivalent embedded muchinos.
in considering repair of an erray, this class is restricted to embedded machines
whose dimensions allow them to fit into the flawed array. The nature of this




e 98 B

ma:him. Apﬂrmﬂ;ﬂ:

ttut the. mummmmmmm m«u X

fw WG B

Thaarrayioropdmdteombodﬂntm F
desired arm machine with 13 celis; dl -

MR gy

a.nJ.Sg‘%

We noted that the mturo of‘m o?lvdm chg dopgndo on the

PTG o mbewiand
function states associated with a dm mé« lmhnu, belanced states mey
expend the size of an equivalence ciass hdt facilitete repeir. Arms end
trees use balanced cells to facilitate tﬂg‘g&d repeir. The belance of cells in

transmission um facilitates repair of W embedding Ngh-fdcon machines. |
.Flgurc 1.10.C shows 8 3 x 2 grid mnchln@ ;:boddud in a flawed array. The
relcon-2 nodes in the mtworkMih Sraramiction linka: conndicted to grid
cells. In grid-embedding, cells used as mm%mlu associated with repelr.
For ovory fiaw pattern and~ Wf essentisl machim. there’s an
associated optimum repatr effictency, whiew:o»th highest .ttdmhlc ratio of the
WofMMﬂdmtthdemmmm in
figure 1.10 the optimum repsir efficendy"ié-8/14'for grids, 13/14 for erms, and

l4/l4for trees. Let OREg ORE,, and ORE, be the optimum repeir efficiencies for
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_ Fig. 1.9 Relation Between Grids, Trees, And Arms.

If a grid’s essential network has a certein number S of squares, all the grid’s
“ For éwch ot a grid relcon
notwork’anoMMuomwmctruMsﬁmNm Nis
greater than oreguel 105 One trmors of-the tsee 0bNSTWOks o1 ¢ gritf's reicon
networkwearms; uchhnnorfewarmdu Atwmmmsm _

A) The siinglest relcon network of a grid - "%&

B) Another reicon network for the same grid

’ I3 T

C) Tree subnetworks of A's relcon network

it

D) Tree subnetwerks of B's relcon netwerk

=hiEil




8 R L = GERES

PAGE 42

Fig. 1 10 Repair Of Arrays WIth The Samo Flaw Pattern
" A) Flaw pattern

B) 13-node arm in flawed array

The repair efficiency is 13/14.

C) 6-square grid in flawed array

% ¢

oHZle
e

The flaw pattern has:14:dols. . The smbedeled: relcen netork has 14
used nodes, but 6 of these are essential nodes and 8 of these are
relcon-2 overhead nodes associated with transmission links. The
repair efficiency is therefore 6/14.

D) 14-node tree in flawed array
¢-

IJI
XX

The repair efficiency is 14/14.
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grids, trees, and arms for a gwen }ﬂaw.:p‘attern. Bouuu of ‘ tho relahon between
grid, tree, and a,mmwhimnefodinﬁgrq t.ﬂ.OREcsORE.sbﬂiy for any flaw |
pattern Chaphn 3 and 4 explore r-pdr efficlency attasined by programs that
simulate repair for arms, and for grids and other high-reicon machines. Chapter 4
compares the riwlta of these oxporiMQEmMmMmd theoretical
exploration of hctin; and repair argue hrw oriented, when possible, toward
limited requirements on the eommm between o machine’s essential
Chapler 6 summarizes the thesis, and suggests further production-

<R

oriented and theoretical projects. ,
The next chapter prcvidib.’t«c;n‘lé;d by exploring other systems
approaches, comparing them to this onq, ammdoﬁn( svolutionary trends which
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CHAPTER 2: CONTEXT

Section 2.0: Introduction | |
This chepter puts this work in context with respact to relevant system
approaches and svolutionary trends, -Key
discussed, and the relation of our approach to these parameters is deteiled.
Celluler arrays and convantional IC v a0 compered. . Falricetion of cellular
arrays on a silicon slice is shawn to be: similar. to. conventionel fabrication of IC
. tronds are discussad: rapidly
increasing capability of integrated. cimﬂh.iwmmmo on, slactrenic

- and J{ncreasing |

s of celluler: arrays are

circuit "chips" on a slice, Four evolutionar;

machines, mass-production of a few high-vduym;g?;

x",.’,!,,q Babon . s ad

regularity. Our approach is viewed as a systems approach tailored to the realities
and trends in digitsl system design, menufacturs, distributio
Other efforts toward very high integration, testing and repeir, and cellular machines
are reviswed, and they are compared Lo, our approach. .

-ang maintenance.

TP
el
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Section 2.1: Cal}uiar Arrays

2.1.A introduction

This section locstes our cellular approach in the domain of celluler
The behavior of a celitiar erray depends oh the functional capeblfity of
s s currently most suited to

arrays. We focus on distinctions in array intercenne!

its cells, and their interconnection. Since elettro

implementation of a cell’s function, we describe cells using corresponding
terminology. Howsver, the spprosch applis o functigndlly enuivelént érrays
Pt i ot Waiiate. .

2.1.B Array Interconnection
‘Arrays with meny different types of interconnection have been studied,

but 1- and 2-dimensional arrays are most common. Ih a checkerbssrd array, a cell

may send signals to and from at most four neighbors. The cutpoint array, and
other arrays with the same type of signal flow, have been extensively studied.
These cutpotnt-connected arrays have the same interconnection network as a
checkerboard »any, but signals may only enter a cell from its left and upper
neighbors, and leave the cell to enter its lower and right neighbors. We chose a’
richer interconnection structure, with its slightly higher associated cost, for several

reasons.
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1) Most machines require fewsr cells and lass .sseacisted delays in

checkerboard arrays. Cutpoint-connected arrays are.limited by the fact

that an opqratign on the outpuhqj some ”“, cannot be performed
sbove the lowest of these cells, or left of the rightmost of these cells,

without external connections for this purpose. wrd. erzays

don't have this limitation, because each cell aytputs in all four
directions. This means, for instance, thal, the §
embedded sequentisl meching. may be formed Inside 8. checkerboard
array. | |
2) Sigrals from an erbitrary cell in » perigct orbitrarily lacge array

can cause loading of an arbitrary cell in umgg:;gywylfum. in an
: interconnection path from the Ioading cell_to the loaded cell. This

important capability is therefars impossible in cutpeint-connected .

ck connections of an

~ arrays. N s e g ,
3) Repair is more flaxible n,checkerhostd acrays, dus 1o the ieger
set of possible processing transmission states

, Tho chackerbwd amyo intj tign atrmhn hm oompgtiblo
wnth the two—dimonﬂoml step-and-repeat nature of IC. preduction. . F;xtlnmm.
this structure is relatively essy. to understandd and, mer
instance, hexagonal tWO'd'WW structures.
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2:1,C Customization Techniques
 Another spect of cellular arrays is their customization technique. Al
‘but the simplest arrays have the property that each cell can be customized via
memory elements to one of a set of function stutu co:rnpoa&m to various
output functions. Thus an array can be customized to rodﬁzi a particular |
embedded machine by one of seversl customization techniques.
on is & common, extreme
jve metallization via &
mesk, fusible metal links, Isser, or mechanical scribe. Polycell, Micrometrix, Read-
~ Only Memory (ROM), and Programmable Logic Arrays (LAY provide well-known
~ examples of this spproach. Because sich customizetion is Uneltersble, design or
customizatioh errors can be particularly disastrous. e

Unaiterable customization Iate in IC product

form of array customization. A common technique uses selec

Prcgnmmobu ROMs (PROMs) nﬁion crutor ﬂoxibmty by allowing
customization that is alterable, albeit currently difficuit. One such technlquo uses
FAMOS transistors, which can be put In I of 2 conduction states by appropriate
electric signals (see <Fesney 72>). Intel guarantess éach tranaistor to hold ite

state for 10 years. High-energy ultraviolet light or x-rays éan erase these
memory elements for subsequent re—progim ‘Ditficuities include the high
voltages, long write-times, and difficult erasfhg associated with the FAMOS.
transistor. Happily, Stantey Mazor of Intel éxpécts that logie-programmable, !ollc-
eraseable FAMOS transistors will be developéd soon. This would provide the

great advantage of a logic-compatible, read-mostly, nonvolatile semiconductor
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- Programmable Logic (not to be confused with Programmable Logic
Arrays) provides the ultiniets'in cuitomizitiin A&dBREy: Bt turrently wulfers from
volatility. The arrays pressnted in this thesis are a t w L, W logic.

Re-customization of pro;nmmblo.lodc is as easy os loading its function-
specification shte bits. We develop an approach Mtﬁu test and repair
of arrays of prbgnmmabh logic. Buitdingﬂgqt &zd l'lp?f moch-nicm into &
progrmnbloaa'oycmprovldommw ' MM‘MM

 associated with ha ﬂmdbly emtomizod W Mﬂ
| Bccoeu n practicst WCW M}Mﬁl. logic would
probably be muzqu via mmw tm and Qmun semiconductor

memories are currcntly vohmo, progrmob&d logic is currently volatile.
"‘(u memory, such as a
m,logic.

A fwthor&fﬂa‘tymthwmmﬂ‘hﬁchmmmcﬂw'
compared to motal-cuotomiud arrays. This is trﬁo boe‘u« thoro are delays

s YL ‘:-

 gates (doo figurs 21). While

W—*‘*

thera is no mn. m. difficuty, two ‘“’W?M situstion. The first is
that the dmys through g.m-A mlamlg,%-!«ﬂ be made very small
because these ol.monh can be designed anumim F8. a{function-specification
sut.unmllmmsm.mmmorpmm

mamthcM—ﬂwmwmmWﬁthmm

D"""p""“t of logic-compatible nonvalatile sem

| mdm.dmmourmosw-,wmmuw

associated with tho sd.cﬂon of fmelie&
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-

Fig. 2.1  Two Customization Techniques .

A) Metal-customized

B) Programmable logic

Hr
e
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gates are booominglmrmndy faat,oqnddiywimdcdm forukmwn. dwo. .
low-load environment. If Josephun junctlon ntu bm pnctlcd. the expected

HFIGTE T Bl
ddﬂythfoughagateofabout 1 nsec. icﬂnmoddayuthatﬂwmhscm of

wire.

A final problom with prwammnbh lo;lc Ig lts domund for oxtn ata

WHT
for loadmg function-opocmcatwn stalo blts and ulocting»a particular output

"‘! i’,z“

functuon. These gates comum an intop'utod cifcuit't e and powor Tho f.ct

| that extra area is roquirod for those gatos i offté( somewhnt by tho fact that
programmbla logic minimzos non-clrcuit prwammim mmu». sueh ao tho mny

s,; Lk T

"'area-conwning bond padn required by com custom mtdwon tochniquu. This

B TR L T

becomes more slgniﬁcont as d\ﬂnklng tramittor gmtria mnko bond pado and
ather moehunicd customiutlon campononto oeeupy s rddivdy Nd\or pto aru.
Tho powor conaumptlon problcm ls dlovlotod by tho hct thot functlon-
spocmcation ahta bltt chmgo stato lnfrequcntly; ln tom toghnolui», an
| ’domont’o powor diubpction is vary |ow whon thc dmnt h not chancinc OMQ. |
Because of tho pm comtraints on lCc, mat propouh for loadln;
| moquNo Iomc attompt loading via eloctrk: si(mlt through loadc lt the cd(o
| of an array Chuptor 3 reviews tho moat attroctlvo mthods that havc bnn
suuestod for programmoble logic Ioaden, and ¢ivco a loading lpproach with

advantages achlaved by addmg a smll amomt ot clrcdtry to nch cdl in the array.
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| ZLB Size

Siza ia anou\or disbn;ushmg attnbutu of couulu- m A parﬂcdar
arrayssizowmthaﬂuefud\uﬂmdthomwﬂmt Thobnt‘
moasureofmncdrsduisﬂnmmtofwuitmbmthlsmonurolt
| "’toodapw.ntentmm dooimor dedmﬂmqu;dodg;ddttobomm in
'prellmlnary utimtlon of tho sizn ot cdh. Cm;;uuytlnnormd messure of
; vsiza is gata~count of tho cuﬂ This mawro hn lhvdtod vatuo bocouu of tho
 varisble typas. numbef of lmutc. uudmuy cfntu, andbocm of tho trmoff'

é‘,@,ﬂ"‘\

between l'nput-wtwt ﬁm md am far e cdi pum"a mu-r fmcﬂon.

- Nevertholess, sevml authon havo uud gato count "wa mnm for rouzhly \

 classifying arrays (see <Minick 67> and wmmq 715). They distinguish
| tbotwmnd«oedtdumcyginwhchnebuﬂemtdmaﬂyahwptu.mﬂ

riy RTNGG BN

B "macrocauarmm,mmmmmm-mpmum
T The cells prountod in this thesis un i.}l‘n\w loﬁc dmnts ond tcw
function states. Theloﬂwmchumhodym;;mtodl thoedh
" we discuss, ssmm figwre 35. Ithuanmmmohbuntwmtyntumdﬂvc
lﬁmemory bits, with clizhtiy more if hadng optiom are lmpontod. A proeudu
'mechanicm of .ny mu and complexity my bo ecmb&md with tho Iondor Tho
mtwcwmuaumfw.mrmmﬁnmmwmmmma
"“tradeoff between yield and overhead cim.dtry Inkt;\: ;mmory mayt we've
desazned, this tradeoff is the main consideration in determining how large a memory

itoputinumul!. ‘The universal cell presented in chepler 4 uess less than one-
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hundred gates and memory bits, and only fourteen function state~. This simplicity
increases cell yield and reduces test time.

<Mukhopadhyay 71>, <Kautz 71>, and <Minnick 67> have compared the
number of cells of differeﬁt types required to perform various functions. We make
no such comparison here, for many of the functions we perform cannot be
performed in other proposed arrays. All our techniques are applicable to

arbitrarily large arrays.

2.1.E Function

Various functional categorizations of arrays have been made. These -
include consideration of the functional capabilities and the time behavior of cellular
arrays.

The most common functional classification views. an array according to
its ability to do combinational logic, memory, or more general sequential machine
functions. <Shoup 70> discusses this in terms of "generality™ of the array. Our -
‘testing and repair techniques work for any cell generality. We discuss some
memory cells in chapters 3 and 5, and a sequential machine cell in chapter 4.

The chapter 4 array is able to realize an arbitrary digital machine. In
particular, the array can suppori a finite-configuration universal computer-
constructor-repairer. That is, a finite number of cells can be programmed out of
their initial quiescent states into an embedded machine ablle to perform any

computation, to create a new, disjoint embedded machine able to perform any
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“computation, and to do these things in a faulty array. The embedded machine's use;r
of a loading arfn and test arms allows it to test md» ﬁrogfam its envfronment. it
can, for instance; enlarge i;ts memory by proper loading of cells. <Rowan 73>
describes a cellular array, of more complicated cells, that Is eomputaﬁon-uivorul.
but not capable of construction or repair. |

In a synchrbnous cellular array, all cell states are re-calculated
simultaneously. ‘Sevcral synchronous arrays capable ‘of :upportinj universal
computer-constructors have been presented. Von Neumann's 1952 pioneering
work, T heory of Self-reproductng Automata, presented such a 29-state automaton (see
<Von Neumann 66>). <Codd 68>, <Gardner 70>, and <Banks 71> followed with
simpler cells. While theoretically interesting, cynclwonom arrays are perlpﬁanl to
this thesis because they are currently impracticel. Since state changes must be
synchronized, many technologies require long clock lines linking all celis to a
common clock. Signal transmission is severely limited by the clock frem, since
a signal takes at least one clock interval to propagite from a’cd‘t to its neighbor.
Thus the transmission delay through a cell in a synchronous array is at most the
reciprocal of the toggle frequency of its memory elements, which is much slower
than the transmission delay of one gate-delay associated with our asynchronous
arrays. The overhead circuitry for all proposed synchronous arrays is high.
Testing, loading, and repair appear to be more difficult for these arrays.

Asynchronous cellular arrays are far too numerous for extensive

consideration here. <Minnick 67> provides an excellent early revisw. In a more
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recent presentation of a theory of logic design withamxmm Mukhapadiy

71> summarizes and analyzes some of the major ceilular arrays. <Kautz 71>
discusses various arrays for arbitrary logic, including 'n“q_qe,nthl',ma'chim_c;md

special-purpose arrays; many of thd designs are his own.

‘ ZIFermStatel , _
Cellular arrays are already widely used. P iC m&ﬁ M ho

customization (Random-Accesa Memories), Shift-ﬂogitten), or only s simple

customization step (Read-Only Memories, Programmable Logic Arreys) (sse <Luacke
73>). There are also a few systems using many ICs, such as the liliac IV.

However, many proposed arrays romain paper-studuc for various
~ reasons, including current impracticahty and IC Mntry lmrtia. Tho charactorhtico .
of some of these arrays have been discussed in this section, as background for our
approach. This approach overcomes the dif‘ﬁc_‘;ullti‘ea. qﬂ}f’ muny pl"ppqsevd‘col_luhr
. arrays. Its loading, test, and repair circuits, and their sssocisted programs, are
compatible with many arrays that have been proposed. |
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Section 2.2: Array Fabrication
| Fabrication of LS| checkerboard arrays is similar to fabrication of
conventional integrated circuits. In the conventional approach, hundreds of |
identical ICs ara batch processed by selective doping and metallization of a wafer
that is usually 2" to. 3" in diameter. Typically, a key element in this complicated
process is use of masks to selectively expose photosensitive material on the
wafer to light. Each mask is formed by photographic reduction of a pattern. That
pattern is formed by use of a step-and-repeat process which iterates a basic sub-
pattern throughout an erray. Each sub-pattern corresponds to ane of the iterated
IC’s masks. R
Each of a wafer’s identical circuits contains bonding pads, which are

used for probe-testing and possible connection to the IC package. After a wafer
has been batch-processed, each of the identical IC “chips” is tested via electric
communication with a test machine connected through probes to the chip. Those
chips that are defective are inked. The wafer is diced along horizontal and vertical
scribe lines into component chips. Those chips that have been inked are discarded.
The other chips are packaged and retested. Those thet pass these final tests are
ready for use.

~ For a checkerboard cellular array, a basic circuit is similarly step-and-
repeated to form an array of identical circuits. However, the p§ttorm of edge-
sharing neighbors overlap slightly to allow lines to interconnect neighbors.

Because most of the identical circuits, cells, communicate only with thoir’ edge
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neighbors, most do not need bond pads. Only lines thet may be used for exire-

SRR Tt

B GOTE W

1orthearraynudnotbediced Seribqﬁmmmmbcmm“

a wafer that ore mtoMod to be partc of dffﬂ'cﬂt meys.

Most convontioml lC ackeges o

|dentccal chlps, sepanhon from them. and OVW Jo-conng

| «We'll see that thoro are many adygntu« to L sntu\g apprqoch that doan

| roqunn upanto hnndlin( of uch ch This required for two
pnporlg if my ql M

S0 T e
0

pﬂnclph rmons. First, conventioml ICc armt

componontc an fauity, thh nocenitatu mkim ] digugt_ndl ugough % that
theres s rmonabla ehnnco it wﬂl bo porhct. s.mq. mczohm qf omdl IC chips
& e Ra 2 i i .

21 )
T BIFRO

roquresavariotyofchipq aﬁumﬁmoﬁymmdm BT
- “This thesis’ wmwmmmmmwudm
withl digitel

lnmanymn. Adicolsdaimodsothutdoctﬂc

: T8 g8 DEYAY *ﬁ?ﬁav ig w1
memdtowatuhngmdropmofﬂndbq it ofﬂ\odkocmbo
g a0y lateen B [P “af"w (R S

‘l toloratod. Chaptor4dmsuchmmqycf denticsl, simple cdh th-tmoo
o SRt 1) 1O gl

't flaxible that a larga onou@ array. can pcmm my camputation,

ropdr uts collular onwromnt.

ir

| Thic thesis focuuc on chockorbmd arrays dcglgmd tp tojq;:pto

7% S modurintia a1 ped #IS T

) vdcfective colls Colls arc programm;blo log&c cgup; Qn gach workin; ccll

Y Bers K

ogrammablo fmctim—opodﬁcaﬂon m Nh W'I t!n hmtion tM th. ull is
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to perform. Osice an array ‘has been formad, olocim: communication of a tost

_machine with & emall number of celis anywiare I in %in array Tosts tho onuro,

arbitrarily lm array. The tostmg machine uses tho same emuiutim Hnlu to
program thoarnytounbodapﬂoctmcﬁmbywepﬁdoutﬁmof fmction—
specification state bits. The same and/or other eammuiutton um then provide
the inputs aﬂdoﬂptﬂcofmmay-mmudﬁduedhhpmw
function states, Re-customizing the arny is as simple a8 n-m u. fmcﬂon-
'speccﬁcataon state bits. Should an arrey ‘machine bm ddoeﬁvo bocm of o

mﬁnkoewbemodfor

testing ind repaifing the array. Because this repeir mhodun;dutrledly by N
digitel mactﬁno,rnpdrcmboautmﬁc,mtmwm Ropdrmom

‘ occwﬁwoughc«mﬂcatmbctwmmmaymd.umhtutm hdud,

malfunctlon of its circuﬂry, .t ﬂOld Mt b‘ d“:e?f;{'

the universal aruy of chapter 4 can mopt M mch%m that tut and
vrepalr each other. ” - |
Thomcmbevsewedaabinofmp«ts,caﬂa Foralargobin,
‘there is a high probability that a cortain porw»tuo of porb wm be good. 'nm an
array is fabricated to have more than mugh parts for a psrticular onvlalonod
apphcatnen The avulobiﬁty of sparo porta de\ can be doctricdly Mtched into
- active status allows the reslization of IC poekqu with men fmctiond powor
That is, h«ghor integrttion is attaimblo threulh autmtic npdf qu\omur-, thio
spare-part capobmty facihtatos ro—oustomiuthn, rdhbﬂity, lnd mdntdmbmty

For many typu of circuit Mluro, an aruy can bo ro-progrcmmed te ruumo




& “ i %

PAGE 58

porformo like @ perfect array. This aliows graceful w«s of an arny
Simplification of system production ﬂvw e “ailieVar
;-lnesigy powerhu capibliities desipnsd iite s UphS; Wlerd BiKtS ANl circuitry thet
:sallawe: program-icontratied testif,: mﬁﬁﬁ:’“ﬂr A &%d. |
il my
array testing, customization, and repair via electric communication ﬂmwfmw
array. The stendard, moduldr natire of s drray and its Array Pro;rcmr lﬂﬂn
- ipwyrnont; highmaliskility: roulizetion: of iNbey SYUtEIeI03 ¢ S
i @ =etineithengonventionsl er coluier IDSabicalich, slishpioce “cW’fi&an
- aeponiutng:yieid ; Thet: MM&MWW& ooi of the
Prodush.. Wefemrpraceising: yleld losied st’m%ﬁe type:
uq& = aron orfine defests; end spob ARGkt 1= 3¢ 1! soun o
. N thangh Kbey:: mmmwﬁwmm &m up.
. <lue Anshendliog, sisalignamnt; end ot Rt tors: > SCERnRINd ‘125 :ﬁ}‘u that
-they’se: uevelly. Couped: by-huran: eriors nd NG iy W willcethtrelibd process; t
.. BERFare.anc.of 1ithe significanse; - 30 Blgy w 5 g
+ Spakdetacts, characherited iy & runtiom - opbh

throughout the wafer, are mor& importent: ﬁd bl L asi:

- fulure. - Fhele most-cormpn ‘causd s WW% 71,) Thoy can
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__yield model. pro

ot O B9

contact printing of the wafer. | .

| ~ If & wafer cantainedonly,spet deiacts, one weuld axpect en-exponentiel
| decrease of chip yield, as. e eed. -y hu-porsestagecol perfect chipe; es o
function of active (omponent-cantainiog) ip sen. >sidges 78> notes. Vet the

Y = (1 + DoA/3)?
Y is yield, the ratio of goad chips: to-intal: chips. : Dy is. this number: of dufects per
- squere inch of slice. A is the:acive:ares of -clfp; inoequatesinthes. In 1872,
Hodges said that "s.De valus of 200-per aquersdnch i aiite ymioe for-nermel
: ans by Mmymﬂ mwchww
‘Pracese stepa-besitios thuse for wafer

Because there are ¢!

)

. fabrication, there sre.ather.yisid. jossss in febricetion ofd cunvamtional IC systom.

. Wafers are dropped and broken:ss they-ars. meved:-betwesn:precess sites.
‘Pertect chips are packeged.or banded incosr sty - Tusl-pragreme: wind toiting
machinas fail, causing arranesue.tejection-of wesking.IGs. -Peckuges’ are
misiabelled. (One engineer told us of a WMW*WWOO
_ with different contents in.the. same; conteines;: betoretabelling +-they were all
read-only mmnmi’nrt-ct ICs are. miswired or brokens: - &
| Great expense is. incurred.in SUsmpting: e minimize: yield lovses.
. Manufacturers updal their. assembly. lines, stiempling:te.stieve a cesin, sffictent
flow of meterials. Circuits wo‘m‘m_mm constraints. A prime




PAGE 60

one is the need to minimize pins leading from the chip to the extra-IC world This
allows lower packaging and Iead-bondlnﬁ costs. AWe rq;ogt\izod the need to
minimize pins when we developed a loader that roquirod only a few pins. This is
also a major reason why our testing and repair procosm require access to only a
few' pins. Because yield and cost depend'pn many variablu, including time, these
figures can only be expected to point tq some relevant comideratiom iniC
production. More detailed analysis than Is 'appropri_&e here can be found in
<Hodges 72>, <Murphy 64>, or <Seeds 67>. o |

Table 2.1 Chip Yield And Manufacturing Costs
(assuming $20 slice fabrication cost and 200 defects per sq. in)

: SS1 Msl LSI
Active area (mils) 38 x 38 60 x 60 120 x 128
Chip size (mils) 50 x 58 80 x 88 140 x 140
Probe yieid (percent) 89 - 58 18
Chips per 2 in. dia. slice 1209 ‘ 400 150
Good chips 969 200 22
Cost per chip $0.82 $0.10 $6.90
Package (DIP) 8.83 8,84 1.00
Assembiy : 8.85 8.085 8.50
Final test 8.82 8.02 8.20
Accumulated cost B.12 4 8.21 2.66
78% ylield at final test “xl.4 xl.4 1.4

Factory cost $8.17 $6.39 $3.60
‘I" a March 1975 letter to us, Hodgesv mado the follpwipg ?oint;:_ Die {:pgt has
declined slightly; and inexpensive'plastic ﬁéckaging ‘iq.vvpov'l‘widely used fpr LSt
Factory cost of LS| components is now in the rmgé of ;_Sl _to’ $4. The overall
picture reflected in the table above hasn't Mod md\.; | |
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Key points from the Hodges paper relevant to this work include:

1) Packaging, assembly, and test costs dominate wafer fabrication
costs for all types of ICs, even though Hodgos’ figures neglect pre-
dicing test costs. However, wafer yield becomes increasingly important
as integration level increases.

2) The absolute cbst of packaging, assembly, and testing becomes
much higher as one moves to LSI.

3) Packaging accounts for a subst#ntial yield loss. (Hodges is
probably oversimplifying in assuming the same peckage test yield for SSI
and LS| (see <Camenzind 72>). LS! tends to use packages with more
pins, resulting in more packaging errors. However, improQod assembly
methods for LS relative to S| would tend to offset this.)

Hodges makes the important point that "engineering and marketing costs
are probably the dominant factors in the overall cost of LS| today; this will
probably continue to be true as long as the market life of products continues to be
short due to rapid innovation.” This factor is particularly important for custom LS,
where the interface between the IC house and the IC user can be very clumsy
(see <Camenzind 72>). <Mostek 73> notes that Mostek’s charges for custom
tooling of an IC range from $20,000 to $55,000. The exact amount deponds on the
manpower and testing demands made on Mostek. Delivery time for a small number
of prototype units ‘ranges‘ from 6 to 9 months after the start df the customer’s

interface with Mostek.
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We present a strategy for realization of large, hizh-yield. low-pin ICs
via automated, electronics-oriented means. Because customization and repair are
electric processes acting on a standard IC array whose cells are designed for
testability and repairability, costs can be low, system modnﬁm can be quick, and

the inevitable errors resuiting from a plethora of component# - ICs, testers, test

programs, etc. - can be minimized.
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Section 2.3: Evelutionary Trends

Evolutionary trends in digital systems reflect shifting realities and
priorities important to digital systems planning. These motivate an interest in
electronically testable, programmable, and repairable cellular arrays. Those trends

most imf:ortant to this thesis are summarized below.

2.3.A Trend 1: Rapidly increasing capability of integrated circuits

Table 2.2 indicates the skyrocketing performance and complexity of
integratéd circuits (see <Altman 74>, The table assumes a rectangular chip, and a
"device” is a transistor. Prices have dropped with the rise in IC performance.
<Moore 74> states: "One thing that Shockiey was interested in doing was making
the 5-cent transistor. At the time, it seemed like a goal so distant it might never
be achieved. Many people thought the dollar transistor wasn’t in the cards. And
now we sell transistors as parts of an IC at a very small fraction of a cent -
probably 1/100 of a cent.” This development comes from introduction and
refinement of various IC technologies - for instance, bipolar, MOS, magnetic
bubbles, and Josephson technologies. Each technology has inherent physical
characteristics that develop as it competes with other technologies. Function per
unit area increases as function per circuit element and circuit element per area
increase. Furthermore, reduced defect densities allow the packaging of larger
circuit areas. In a 1973 MIT talk, Bob Noyce of Intel cbserved that the trends

toward lower defect densities and higher device densities - each changing by a
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factor of 2 every 3 years - had helped ceuse the doubling of the number of
transistors in the most complex commercislly available chip every year since 1959,
when there was a single transistor per chip.

This rapid increase in IC capability is a fundemental cause for a rapid

increase in digital system performance (see <Turn 72> and <Kosy 72>).

Table 2.2 IC Evolution

Typical Industry capability 1966 1973 1980
Maximum clockrate (Mhz) R 300 2000
Transmission banduidth (Ghz) .3 1 6
Speed-pouer product (pJ) 188 3-10 11

Complexity
Maximum chip edge length (mil) . 198 258 500
Device density (mil2/device) 20-58 2-5 .1-.3
Maximum transistors per chip 56 5088 280000

2.3.8 Trend 2: increased reliance on electronic machines

Rapid improvements in IC capability, combined with other factors such as
rentalism (see <Toffler 70> and <Vischi 72>) have fostered highly volatile,
competitive IC and digital systems industries, marked by rapid product
obsolescence and burgeoning markets. These factors have also shifted system
design priorities toward reduction of mechanical and human labor by use of
electronic devices. ICs are increasingly used to reduce other costs of electronic
systems, such as interconnection costs. |

The replacement of mechanical machines by elsctrical ones is pervasive
(sse <Foss 70>, <Toffler 70>, and <McLuhan 64>). The caiculator, cash register,
and watch markets provide conspicuous examples. Microlectronics provide speed,
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size, weight, reliability, and cost advantages in these information-oriented, low-
energy applications.

Increasing dominance of human labor costs in total digital system costs,
coupled with a need for shorter design and maintenance times, have spurred use
of microelectronics to reduce labor. This is part of the society’s overall move
toward automation. <Bell 72> observes that: "In contrast to technology, system
" design costs have risen; this shift is demonstrated by, for instance, the decreased
emphasis on minimization in logic design, but on the other hand, reliability, mass
- producibility, and maintainability are now the important design criteria." <Franson
74> notes that the shortage of IC designers is forcing system designers to use
automated help. <Hodges 72> marks the dominance of engineering and marketing
costs in the overall cost of LS. Labor-intensive software costs increasingly
dominate hardware costs in digital systems. Bob Lloyd of Advanced Memory
Systems told us of the trend in the IC industry toward silicon-intensive, computer-
intensive production. <Vischi 72> lists rentalism and “shortage of technical
manpower and the increasing expense of salaries and training” as pressures for
higher system reliability.

Of course, the relative advantage of ICs in reducing other costs depends
on the particular application. For example, the merits of reliability via extremely
reliable components built into a redundancy-criented system are much clearer in
an aerospace application than in a commercial one. Table 2.3 gives the re.lative

costs of efforts to insure various levels of IC reliability (see <Pesttie 74>). The
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categories, which range from commercial to captive line, represent a spectrum
where "the basic factors producing considerably different failure rates are several:
the device design, the number of inline process-control inspections used, their

level of rejection, and the degree of reliability screening.”

Table 2.3 Relative Cost Of IC Reliability Efforts

Part Class , comm., ¢ b a capt. line
Failure Rate (%/1208 hrs.) .1 .85 .886 .083 .801
Cost 1.6 1.3 1.8 2.8 4-6

<Peattie 74> also gives Table 2.4, which demonstrates the wide range
of reliability expenses which various applications demand. It’s a table showing the
cost of detecting and removing defective semiconductor devices at four stages in

four types of system markets.

Table 2.4 Cost For Failure At Various System Development Stages (8)

Market Incoming Board Mount System Test Field Use
consumer 2 5 5 50
industrial 4 25 45 215
military 7 50 128 1008
space 15 75 308 2081

Demand for higher integration level is consistent with the increased
importance of ICs in the total system. Higher system integration results in fewer
ICs to handle, test, and store. Decreased system size and weight have obvious

storage and transportation benefits. (For instance, many IC houses ship IC slices
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overseas for fow-cost packaging) A less expensive printed-circuit or wire-wrap
board is required: User interconnect cost'a,'-wtﬁch may run as high as 50 cents per
TTL gate, are’ rsduced (see <Noyce 71>). “Since bond failures account for up to
55% of all IC fisld failures, a significant reliability imevmvf cary be made.” (See
<Colboume 78>y Higher integration also reduces package-related failures (ibid).
Improvements in device matching, noise immunity, driver circuitry, power
requirements, and tranemission delsy aiso result from higher integration, fewer
packages, and fewer interconnects. |

There are also disadvantages to high integration levels. A higher
number of circuit elements per input lead makes a system move: difficult to test.
<Vaccaro 74> notes "the major dilemna facing the user of LS} tedsy is simply that
‘we can build snd are building microcircuits today that are more complex than we
can adequately test, functionally or parametrically.” <Vinson 74> notes the same
difficulty with the increasing complexity of circuit boerds. Higher integration levels
have implied higher investments in IC chips. For instance, estimstes of the total
development custe of Intel’s 8080 microprocessor are in the million dollar range.
This high investment ptaces high demands on the device’s design and reliability.
One poorly specified component can result in Iarée losses. High carryover from
one IC system design to its successor is necessary to reduce the stauerinz
development costs. For a given technology at a given time, higher integration
implies lower yield, because of the higher probability that one of thé many

components will be defective.
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2.3.C Trend 3: Mass production of a few high-volume components

The realities of LS| design, production, delivery, and maintenance argue
for the mass-production of a few powerful, high-volume components. <Franson
74> notes that Fairchild and National are emphasizing standard ICs over custom
ones because "they get a better payoff for the engineering time and capital
expenditure.” He observes that "the big IC producers aren’t after the business
| unless the volumes are high - 100,000 per year and up." Each time cumulated
production of an IC doubles, its unit price tends to drop 30% (see <Luecke 73>).
For high-volume devices, this is chiefly due to a learning curve. This learning
curve, resulting from detective work into ways to improve production, argues for
high-volume devices. <Vaccaro 74> cites availability and product data-base
reasons for his conclusion that "it is cleér that considerably more attention must be
paid to selection and standardization of fewer proven device types within the
Department of Defense.” <Vinson 74> observes the maintenance difficulties
associated with a plethora of ICs, circuit boards, and testers. He discusses
designing for testability and maintainability, and suggests standardization of system
components, test procedures, and equipment.

In his 1973 MIT talk, Bob Noyce compared the production of high-
volume ICs to the printing of money. In a 1974 MIT Project Mac talk, Rick Dill
agreed; and compared the production of Iow-volumye custom ICs to choosing
engraving over money-production.

<Noyce 71> observes that design of standard components with
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capability in excess of many application needs allows the economies of mass-
production to eperate.

In his: 1973 MIT talk, Noyce also demonstated the thirst of the IC
industry for high-volume markets. He noted that the amualshnmng rate of micro-
computers was: twice that of all other computérs. He observed that whereas the
computer markst was 2 x 10° gates per year, the calculator market was 5 x 10°
gates per yeer and doubling every year. He estimated the watch market at 10*
200-gate units per year, and the smart-phone market at 10!! gates (2 x 10® 500-
gate units) per year. Microms, a watch company, is now qwmd by Intel. Several
Intel people have told us of Intel’s eagerness to enter the smart-phone market.
The 10/2/74 Boston Globe states that "National Semiconductor said it’s entering
the electronics: timepiece market with a full line of quartz digital watches and
solid-state alarm clocks.”

Various options. are currently open to designers af systems with
volumes too low or design times too short (20 weeks average for custom - EDN)
to justify a custom IC approach. Use of standard SS| and MSI components, with
customization via choice of interconnection of the components, is often used for
low-volume and/or high-speed applications. High speed comes from customization
of the system. to. the task, parallelism, and high-speed operators. Disadvantages -
include the large number of parts required, interconnection costs, and, in .many
cases, the problems of nonstandard systems we've discussed. Another approach

uses cdstomization of a general-purpose computer via a memory-stored program.
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This provides lower speeds than a hard-wired device. However, it allows use of a
small number of high-volume components. Microprocessors are increasingly
dominating this approach. Chapter 4 presents a cellular array that promises to be
between microprocessor and custom-interconnect systems in performance and cost
for many applications. |

Rick Dill and others have asked a key question: "What should we mass-
produce in LSI?" MSI and SSI have readily identifiablé functions suitable for them,
such as adders, gates, flip-flops, and shift-registers. LSl is very suited to memory,
with its regularity, low ratio of pins to area, and high volume. Bigger, faster
memories are evolving. They may even have added power, such as aséociative
memories. <Moore 73> indirectly observes the need for embodying low-volume
systems in a high-volume IC: "We expect LS| to give us some very large building
blocks, such as high-performance processors. Once that point is reached, we could
go on to self-contained systems, but | question whether systems will be
economical except in specific, high-volume applications.” <Noyce 71> predicts that
in 1980 a 100,090 gate "superstar computer’s needs could be satisfied with about
10 bipolar LS! chips. However, even if the capability exists to put all of a
computer’s logic on a few chips, this doesn’t mean we’ll be able to find a practical
design philosophy that will permit us to do it - and that brings us back to the
whole interconnection problem again." That is, interconnects between IC
components can consume large amounts of design time and chip area (80% is a

good guess of percentage of chip area devoted to interconnects for current




PAGE 71

systems - <Luecke 73>). Furthermore, the fact that several layers of metallization
are normally associated with a higher level of integration is a prime contributor to
fow yield and retiability. These considerations lead us naturally into the next
| evolutionary trend. |

2.3:0 Trend 4: Increasing Regularity |

The trend toward component and system regularity is evident. Digital
systems use far more memory bits, which are organized in a regular fashion, than
less regular combinational logic elements (see <Luecke 73>). Functions
traditionally performed by “random logic” are increasingly performed by arrays.
For instance, microprograms embedded in memory have taken over many
computers’ control functions, which were formerly done by random logic.
Programmable Lo?gic Arrays, extensions of i'ead-only memories that allow use of a
fegular array to re’aiize complex combinational logic functions, also evidence this
trend. Increased interest in array erchitectures evidence this trend on a larger
system level.

There are many advantages to regularity.‘ iteration of a simple
component, or cell, is consisent with mass-production. It #allows concentration of
system efforts on & component that can be optimized, rather than distributed effort
over a collection of equally important, different components. Simplicity of a cell’s
environment allows concentration of effort on design ‘.of thé cell for that

environment. A regular environment is easier to understand and test, both for men
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and computers. "Repetitive layout contributes to the realization of high circuit
density per chip." (See Carr 72>.). Regularity implies constraints on metallization
paths, which usually implies less crossover and crosstalk problems. As a
technology improves, a more thorough carryover of investment is possible between
designs for a regular machine. (<Lathrop 70> makes many of these points.)

These generalities are supported by the rapid evolution of memories.
Their regularity allows concentration on optimization of the memory cell (RAM,
ROM, shift-register, etc.). This optimization is helped by the identical environment
of all memory cells internal to a memory array. For instance, the impedance a
circuit drives can be standardized and well-controlled. Once one understands how
one cell works, it is easy to understand the entire array. Production of the array
can be performed by replication of one of its cells. A memory array is relatively
easy to test. Memories are so common and fundamental that every designer
knows their important parameters. Should technology improve (by, for instance,
improvements in yield and reduction in cell size), a basic memory cell design is
easily adapted to a larger, denser chip. The transition from one memory array to a
larger one is relatively easy compared to, for instance, the transition from one

microprocessor to a larger one.
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Section 2.4: Trends And Arrays

The advantages that make cellular arrays intereéti’nf derive from their
nature as an iterati_oh of functionally, and usually physically, identical compdnents.
We've aiready explored the motivation for the trends toward mass-produced
standard parts and regularity. These reasons, applicable to cellular arrays, are
summarized below. | " |

Advantages of mass-production of a standard part include:

1) High engineering and marketing efforts

- expended on a high-volume part
2) Higher uniformity in production processes

3) Migher availability "

4) Reduced inventories B
8) More thoroughly characterized device, which impliss

8) learning-curve-related improvements in

design and manufacture, and
b) expended data bnc for reliability and failure-mode prodictlom

Advantages of regularity include:
1) At advantages of a mass-produced standard part
~ 2) Simplified connections
a) easier to design and produce
b) higher component density via reduced interconnect areas
3) Controlled, simplified environment
a) iterated element can be optimized for this environment
b) easier system to understand, test, and maintain
4) Performance increase via numerical component increase,
“implying the sability to incrementally add performance
5) Greater carryover between designs /

When cellular arrays are used for realization of combinational logic or
| sequential machines, they have added benefits. Controlled customization of a
flexible, reguiar, mass-pioduced device implies more stages of mass-prdduction

and a faster product development time than for custom reslization of an irregular
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speciai-purpose machine. Furthermore, arrays can provide higher parallelism than
single-sequence computers used for the same function.

The highly structured nature of cellular arrays also has inherent
disadvantages. When an array is customized to behave like a particulak machine,
more components are involved than for a custom-built machine. At any time, the
cellular array has a lower density of active components than the custom machine.
Furthermore, the array has more parts that can fail. Of course, component costs
are decreasingly important in digital systems. If the cellular array can be easily
re-customized (if it’s programmable, as ours is), this added capability cannot be
considered as useless overhead. The enormous overhead of a general-purpose
computer processing one instruction at a time is acceptable because of its
flexibility, generality, and computational power. Use of the simple structure of a
regular array to facilitate test and repair ameliorates the increased pro'bability of a
component failure.

A second general disadvantage of cellular arrays is "an increase in the
length of wire through which a signal must propagate in comparison with
conventional logic not possessing stringent interconnect pattern limitations.” (See

<Spandorfer 68> and <Hu 73>.) Again, the enormous inter-operation delays
associated with single-sequence computer makés this problem seem less severe
for programmable cellular arrays.

<Mukhopadhyay 71> mentions another problem associated with cellular

arrays:
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"Another major problem in cellular logic is standardization. We now
have at hand a technology which can produce arrays of cells of very
large complexity, but we do not yet know how to use these devices
efficiently in practical designs. This Is becauss of the rapid growth of
the mumber of logic functions of a cell with the number of
inpitefouitputs, so thet when a cell has more then 4 or 5 inputs, one
simply does not know what to put into the cell in order to obtain a cell
that may be widely used in digital circuits.” |
This point is evidenced by the plethora of cell-designs proposed
This thesis addresses this problem by identifying and satisfying
important requimeﬁts on a cellular array. We develop mechanisms for automatic
test, loading, and repair of cellular arrays. Verious celiular arrays incorporating
this machinery are presented. These include memory arrays, and an array capable
of supporting universal computer-constructor-repairers. We show practical
advantages of these cell designs, relative to other designs, which argue for their
reelization. One such advantage is that these standard arreys cen be electrically
customized to a wide range of. customer needs. Realization of and experimentation
with a good cell design would clarify many of the issues involved with celiular
arrays; a better understanding of the most important parameters would result.
| <Mukhopadhyay 71> mentions another- difficulty that he sees.
"A difficult préblem arises when one has to locate and correct a faulty

cell in an array. Since the number of test points or the input/output
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pins available is very small compared to what can be expected of a
circuit of similar complexity built with lumped components, the
difficulties in diagnosis problems have just been compounded. It seems
unlikely that good and practically manageable algorithmic solutions to
this problem will be developed in the near future because of what
seems to be an inherent contradiction in the objective: programmability
and flexibility which can be achieved by increasing the cell complexity.
This implies an exponential growth of fault types and correspondingly
astronomical growth of the number of tests to be applied to a very
limited number of test points. The logic designer of celiular arrays will
have to accept a certain amount of failure in the circuit and will have to
invent synthesis procedures for fault-tolerant circuits.”
We believe that this thesis refutes this argument. We present simple mechanisms
which enable test and repair of an array. Particular machines which incorporate
these mechanisms are developed. Furthermore, many existing array designs may
be modified to incorporate our test, configuration, and repair mechanisms.
Mukhopadhyay’s argument seems to argue, by implication, that large random-access
memories are untestable. We assume that a cell’s behavior depends only on its
state and inputs, and not on the state of another cell. We try to justify this
assumption by constraining our design; for instance, our design has no signal
busses connecting distant cells. Our independence assumption is analogous to

testing assumptions made for current integrated circuits, including random-access
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memories. This independence assumption ensbles specification of simple function
states to allow individual test of an array’s cells via leads attached to a few cells
anywhere in the array. Leads to one side of one cell are sufficient to allow the
repair of most »mayu’ Our techniques allow the verification of our independence
assumption by testing a complete embedded machine. Complete arm and tree
machines may be easily tested via their inpﬁts and outputs. Test links may
connect internat points in a high-relcon machine to cells at the_edge of an array.
Fingflly, ‘mny have observed that truly powerful arrays need many cells.
Current reslities of IC fabrication therefore suggest repairable celiular arrays as a
means for achieving large arrays. As densities and yields improve, building a little
circuitry into a cefiular srray to help testing and repair becomes méré appropriate.
We focus on mutomatic, electronic fepair because of its in’crauiu\ attractiveness.
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Section 2.5: Testing And Repair

2.5.A Non-cellular

The increasing difficulty of testing digital systems was noted above.
Reasons include the plethora of digital systems and testers, their increasing
complexity, and the decreasing ratio of test points to circuitry. At one time digital
ICs could be tested by monitoring their output for each possible combination of
input and internal state; Ed Fredkivn recalls when many engineers insisted ICs
required at least this much testing. This is currently impossible for most ICs, due
to the astronomical time for such a test (2'°! tests for a serial-in, serial-out 100-
bit shift-register). Consequently, less ambitious approaches are now used.
Common test sequences assume one logic element’s performance is independent of
the performance of other elements in the circuit. A gate may then be tested by
putting its IC into a state in which that gate’s output, a function of its varied
inputs, affects the output of the IC. This approach is especially useful in go - no
go testing of ICs, where one only wants to know whether a circuit meets its
specifications, and not the causes of faulty performance. Most procedures that
must locate faults, such as maintenance procedures, assume a single fault (see
<Marinos 71>). Because of feedback paths, sequential machines are particularly
difficult to test.

Development of a new testing program for each new IC or digital system

is increasingly distressing. This has caused many to ask for a system-oriented
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testing approach designed into digital systems (see <Vaccaro 74> and <Kautz 68>).

Fault-handling techniques typically use sygtom composed of a large
number of cemponents, some of which are defective. Two m}or fault-handling
techniques are-repair and fault-tolerance.

Repair techniques are characterized by fault-detection, followed by
some form of -bypming of faulty components; so the system’s output then
depends only-#an the output of its good components. The best-known repair
- technique for digital systems involves detection of a faulty component in a system
designed to imclude only good components; a human then-substitutes a good
component for .the faulty component. We focus here on appreeches which, like
ours, allow defective components to be associated with a working system.

Fauit-tolerant hardware techniques aim at proper hardware performance
in spite of faults which occur during the hardware’s operation. Standby
redundancy "amf:t‘oys several functionally identical modules, some being used
actively to perform the function, the remainder ‘walting to be mtchad in <“ould
one of the active :modules fail." (See <Carter 70>.) Masking redundancy "is
spplied to techniques which involve encoding function, active performance by all
parts of the system, and implicit recognition of error.” (ibid)

. While our approach is fundamentslly a repair approach, it is compatible
with realization of fault-tolerant machines. Cells can act either as active
components or as standby parts in a standby redundancy system. The mechanism
for switching cellular standby parts into active status is built into the cells of an
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array. Machines using masking redundancy can be embedded in an array. Chapter
4 presents a cellular array consistent with such a hybrid, fauit-tolerant system.
Two machines in such an array can monitor each other. If one machine fails, the
other can test the failed machine’s subarray; and embed a new, perfect machine in
that array.

<Spandorfer 68> describes discretionary wiring as one repair technique
designed to provide large, high-yield ICs:

"The number of basic components fabricated on a large semiconductor

chip is larger than that needed for the desired final circuit. Each

component has associated bond pads, which are probed during testing.

The location of good components is used by a computer to generate

patterns which wire only the good components into !he final circuit. . .

. Arrays make use of two metal and two insulation masks.”

The fact that the considerable difficulties inherent in this approach w§re
even attempted points up the desirability of high-yielding high-integration ICs.
<Foss 70 mentions some of discretionary wiring's difficulties:

“The layout of a discretionary wiring cell array is made very inefficient

by redundancy and the need to allow probe testing of the individual

cells. Although the ’yield problem’ of the logic cells is eased, the
~approach still requires *100% yield’ on the subsequent dielectric
deposition and metallization processes. (These are normally the lowest-

yield steps in wafer fabrication using two metallization steps. - FM) As
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thess must be faultiess over a much greater area than needed for non-

discretionary cell interconnection, it may well be found that the yield

prablems of the two approaches (discretionary wiring and conventional)

‘are net dissimiter.”
<Spandorfer 68> remarks that "the key problem is the critical dependence on data
processing for mask layout, albeit off-line, and a lﬁst of other production control
routines per copy. Further, use of a unique mask implies a relatively slow
production process for a given capital investment.” “in addition, each product has
unique interconmection and dynamic characteristics.” (See <Msrvin 67>) These
reasons indicate why discretionary wiring is now generally considered a bad way
to achieve high integration.

Other custom wiring techniques for using faulty components have been
proposed. <Tammaru 67> describes ﬁse of customized board wiring to allow use
of faulty ICs.

<Sanders 72> describes a method that invoived color-code
categorization of partly-good memory components and their subseguent installation
in a standard color-keyed circuit board. These boards used logic that transformed
incoming addresses to addresses of good memory words. Texas instruments
expects to use a similar method in late 1975 for realization of perfect bubble
memories from imperfect components. The major difficulties with these two
techniques are the handling of multiple part types and the need for defect

statistics that are fairly consistent as time passes.
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Unlike our abproach, those above require perfect inter-component
wiring. Furthermore, human and mechanical intervention are necessary to repair a

[}

system that develops a fault after the system is initially fabricated.

2.5.B Cellular Arrays
Cellular arrays have several potential testing and repair advantages.
<Kautz 67> notes:
"One would naturally expect that the iterative structure and the short
internal connections of a cellular logic array would allow it to be tested
from its edge terminals much more easily than a relatively disorganized
interconnection of the same number of gates. If test signals are able to
pierce the first one or two cells at the edge of the array, they can
. probably be arranged to pierce arbitrarily deeply. Similarly, if an error
due to a fault can be made to pass through one cell toward the output
terminals, there is a good chance it can pass the entire route. In
addition, the regularity and shortness of connections in the array tend to
support the convenient assumption that the array as a whole is fault-
free if each individual cell can be shown to be fault-free.”
One might also expect iterative array to be amenable to simple, iterative test
procedures (see <Thurber 69>).
<Kautz 67>, <Menon 71>, <Tammaru 69>, and <Seth 69> study cutpoint-

connected combinational arrays in which the output of each cell is a fixed function
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of only that celt’s inputs. These papers concentrate on array testability and
diagnosability: the capability, method, snd time to test for, and preferably locate,
faults of an sesumed nature, via Inputs and outputs at the edge of an erray. A
common assumption is that all input combinations to a cell must be included in
testing of that ed& (Kautz, Seth), or at least that each gete in a cell must be tested
(Menon).
Our approach is quite different. We treat arrays of more complicated
cells - che'ckM arrays of programmsble logic. Since we don’t care about a
cell’s response to state-input combinations it won't encounter during its operation,
testing and repair are facilitated. An edge cell with ficating inputs or outputs need
noi have these fines connected to a test machine. Instead of asking for necessary
and sufficient conditions on array testability or diagnosability, we construct
modules that convert a given array to one thet is easily tested and repaired by
programs we describe.
<Yau 70> also treats 2-dimensional cutpoint-connected combinational
logic arrays. The paper presents efficient methods for adding legic and terminals
to each cell of an array to make the resuitent, modified array dlagrmablo, and for
deriving test schedules for it. The logic and terminals added depend on the
original design; thay are not stenderd. Test signals are routed to snd from the
edges of the array. Repair is accompﬁshed by shorting or opening metal

interconnections.

<Spendorfer 65> describes repair of .two-‘-dimondoml celiular arrays by
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use of computer-determined wiring patterns which preserve the two-dimensional
topology of the array. Custom metallization, which may pass over flawed cells, is
used to convert a flawed array into a smaller, perfect array by proper connection
of perfect cells. This approach assumes the interconnection network of a perfect
array must be preserved; it does not consider the class of a machine embedded in
the flawed array.

<Minnick 66> describes use of custom metallization for repair of various
arrays. He also discusses the efficiency of associated repair strategies for
cutpoint arrays.

The closest precursor of our testing and repair approach seems to be
<Kukreja 73>, Testing a cell in a particular state involves including each of its
inputs and outputs in a signal path to an edge input or output. Test signals to and
from a tested cell are carried by cells in transmission states. Repair comes from
programming cells in a row or column containing a faulty cell to behave like wires
linking good cells (see figure 2.2).

Our test and repair of arrays embedding high-relcon machines similarly
involves use of cells in transmission states. However, there are key differences
between our arrays and Kukreja's. Kukreja’s 2-dimensional array is a cutpoint-
connected array of simpler cells, in which each cell receives control variables on
lines from a third dimension. Cells are not programmable logic cells, so there is no
loader. Sequential machines are realized by a 3-dimensional stack of 2-

dimensional arrays. Testing requires direct connection between a test machine and




Fig. 2.2 vrogrammed Array-Repair
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all the edge cells of an array. Kukfeja’s approach requires far more cells and
extra-arréy connections for testing of arrays, and for realization of most machines.
Kukreja’s repair approach is what we call "simple repair”; our repair procedure is
more complicated, but also more efficient for most checkerboard arrays. Kukreja's
emphasis is quite different. He does not address many of the design, testing, and
- repair issues we address.

In sum, our approach is the first one we've seen that details LSI-
oriented circuit modules and describes associated software for low-cost,
automated, electrical testing, repair, and customization of celiular arrays. it is a
systems approach whose advantages wili become clearer as its description

becomes more specific in the following chapters.
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CHAPTER 3: ARRAY-EMBEDDED ARMS

Section 3.0: introduction

This ehapter preserits several ’exampies of machines: that are embedded
as arms. Since any one of a large set of ioading arms may be grown and retracted
by loading signais input to one side-set of one arm base cell, flaxible loading can
occur in a flawed array. Processing-layer arm machines, which are composed of
balanced cells, can be gradually grown and tested, and snaked around flaws in an
array. We focus on the cell mechanisms and support progrems that provide these
capabilities. F& specificity and practicality, we concentrate on the realization of
highly integrated, léngth-programmable, computer-repairable shift-registers.
However, our techniques apply to other arm machines. These techniques are
easily generalized to tree and high-relcon machines. |

We present a mono-active, balanced loading mechanism for ﬁrowth of
loading arms. The loading inputs of any side-set S of a cell are sufficient to load
that cell’s loadar: and function-specification state bits. After the cell is loaded, its
loader state bits may specify which of the cell's neighbon.‘if any, receives loading
information funneled through the cell from side-set S. The loader’s balance allows
an arm to funnel: the same command to a cell independent of the path the arm
takes in reaching the cell. Optional cell modules extend the loader's capability.
The loader state may specify that an arm’s tip be re-loaded, or than an arm

incrementally retract. A brief signal to the base of an arm can cause the arm to
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totally retract. We use this same loading mechanism throughout our work. A

mechanism with its capabilities is easily incorporated in arrays of two or more

- dimensions.

The most interesting machines that can be embedded in the processing
layer of this chapter's arrays are arm machines. Embedding is particularly easy for
these machines. Typically, the loading and processing arms grow together through
the same cells. The Array Programmer adds one celll at a time to these arms; and
tests the new, extended arms after each extension. The Array Programmer only |
communicates directly with the processing inputs and outputs of one side-set of an
arm’s base cell. When the arms encounter a flawed cell, they may be partially or
completely retracted, and grown through different cells in the array. An arm may
be grown in any direction, avoiding flawed cells, because of the loading arm’s
flexibility and the fact that an arm of balanced cells is grown in the processing
layer. Our description of the testing and repair processes depends on a model of
flawed cells’ behavior, which we state and analyze. We study repair efficiency
through a program that simulates repair, and suggest téchniques to improve
efficiency. We consider other issues relevant to the practical implementation of |
our arrays.

Repair through the interwoven processes of arm growth and testing
contrasts to repair of high-relcon arrays. Since the requirements on the
communication paths between essential cells of a high-relcon embedded machine

are more stringent, repair efficiency is enhanced by the location of all the flaws in
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an array before a global determination of a good way to repsir the array. Repair
efficiency therefore dictates that a test procedure is limited in its ability to
predict the role a given cell will play in an embedded machine. No matter how
Iargg an arm machine grows, its inputs and outputs are always at one side-set of
its base cell. .ﬁﬂerwoﬁn .processas of machine growth and testing are hampered
when a machine's growth implies a sometimes-growing hmnbér of inputs and
outputs: the mumber of connections between a test machine and a partially grown
embedded machine is variable, and may be large. These considerations encourage
us to test all the cells in a high-reicon array before repairing that array. However,
the test and :;upair processes for high-relcon machines use the same loader
described in this chapter, and balanced processing transmission states similar to
the balanced states in this chapter. Many practical imlaMtatim issues are
similar. Thus this chapter is useful in itself, and as a bridge to the next chapter.
Since a tree machine may be embedded as an arm, it’s not surprising
that the approach described for arm machines is readily adapted to tree machines.
Because a tree machine may be realized by an embedded machine with any tree-
like relcon network, including an arm network, an array embedding a tree machine
is particularly easy to test and repair. Embedding a tree or arm machine is

considerably easier than embedding a high#elcon machine.
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Section 3.1: The Loader

In programmable logic, a loading mechanism is used to load the function-
specification state bits in a cell. Others have proposed loading mechanisms
incorporating long, fixed, irredundant signal paths routing loading information to a
given cell. These loading mechanism have major limitations, including susceptibility
to catastrophic failure due to destruction of a long, critical loading line. We
propose a method which incorporates extra logic elements in each cell to allow the
flexible growth of a loading arm in an array. A loading arm is composed of cells in
proper loading states, and not long lines. Since an arm may be grown from any
cell, an entire array can be loaded via inputs to one cell in the array.

Figure 3.1 illustrates two common methods for loading the function-
specification state bits contained in a shift-register in each cell. Figure 3.6
describes a shift-register’s opération. Snake and Crisscross use parallel-out shift-
registers, with each output acting as a function-specification state bit connected to
the processing layer. The shift-registers in Snake and Crisscross are parallel-out
shift-registers, with each output acting as a function-specification state bit
connected to the processing layer. These connections are not shown in figure 3.1.
In Snake, each shift-register is part of a long shift-register that snakes through all
the celis of the array (see <Spandorfer 65>). (If each function register is
associated with one cell,lcells in different rows have different loading inputs and
outputs; the array is strictly cellular only if we conceptually group mini "cells” into

a macro cell). In Crisscross, one of Wahistrom’s methods, each cell is associated
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Fig. 3.1 Two Common Programmable Logic Loading Mechanisms

(The function registers are shown without their

outputs to the processing layer.)
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with a unique clockline, dataline pair (see <Shoup 70> and <Wahistrom 69>). Each
clockline extends through a column of cells, and each dataline extends through a
row of cells. Co-column cells must therefore be loaded simultaneously.

Note that these methods could operate on a more general type of array.
For instance, function shift-registers in different cells could have different lengths,
drive different circuitry, etc. That is, the key idea is that a loading mechanism is
iterated through the array. The loading techniques we describe are also useful in
this type of array, if it has two or more dimensions.

Like the loading methods of figure 3.1, our loading method loads
function-specifiéation state bits into a shift-register. However, our loading method
uses logic elements in each cell to allow loading information input to any cell to be
routed to any other array cell that is not walled off by faulty cells. Loading inputs
set a cell’s function-specification state bits and loader bits. The loader bits
specify how subsequent loading information input to the cell is to be handied.
They may, for instance, specify that it is to be routed to some neighbor-cell.
Consequently, loading information to a cell may be routed to any cell in the array
by a loading path, or arm, of cells in appropriate loader states (see figure 3.2).
Loading signals input to the base of the arm can load the tfp of the arm, extend
the arm from its tip, or retract the arm. Proper use of a perfect array’s loading
mechanism only allows the embedding of arms in the loader layer of the array.

Our flexible loading arm has several advantages compared to the |

loaderé of Figure 3.1:
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Fig. 3.2 A Loading Arm Grown By Array Programmer Signals
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1) The methods of Figure 3.1 depend on long, inflexible signal paths.
Each cell can be loaded in only one way, so the cell is useless if that
way doesn’t work. A signal path connecting many qells is a weak link in
terms of repairability; its destruction severely limits the usefulness of
the array. Furthermore load impedance, noise, and delay considerations
make long lines undesirable. Qur loading method does not require any
long signal lines. In some technologies, such as magnetic bubbles, all
long lines, including power supply lines, can be eliminated from the
array.

2) The other methods require that many cells be loaded
simultaneously, even if one only wants to load one. For Snake, this
requires the reloading of an entire array even when one wants to
change the state of just one shift-register in the array. For Crisscross,
this requires the reloading of an entire column. In our approach, loading
cell A from cell B requires a loading arm from A to B. If no arm already
exists, only the cells on some path between A and B need reloading.
Once a loading arm is formed, its tip can be easily moved around. This
is particularly attractive because two successively loaded cells are
usualI.y close to each other.

3) Crisscross requires a loader input to the array for each row and
each column of the array. Large arrays consequently require a large

number of input pins and associated connections. Recognizing this
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deficiency, <Wahlstrom 69> describes an exfension of Crisscross. In
this extension, a cell can enter a state in which a processing input is
transmitted to a dataline above it or a clockline to its right. This allows
loading of an arbitrary cell in an array via processing and loader inputs
to a cell in the lower-left corner of the‘array. Wahistrom admits that
such loading is indirect and slow. lIts utility is severely restricted if the
lower-left corner of the array is faulty. Our method allows speedy
loading of an arbitrary cell with the three loader inputs of a side-set of
any one cell in the array. This implies that connecting the loading
outputs of some cell in one array to the loading inputs of some cell in
another array allows a loading arm to be exfended from the first array
into the second array. This minimizes the number of pins required for
testing, loading, and repair in systems composed of\s\everal ICs.

4) For all the loading methods, one can envision a function state in
which a cell’s processing inputs control loading lines near the cell. (A
machine in Chapter 4 uses such a state to allow a machine embedded in
an array to test its environment, and to construct and repair machines in
that environment) For the other methods, there are harsh limits on the
position and number of cells that can be loaded from such a cell, even in
a perfect array. With our method, any cell can be loaded from any

other cell that is not walled off by flawed cells.

5) A loading arm's flexibility allows it to avoid flaws in a faulty array.
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6) Our method allows use of several loading arms simultaneously
loading unrelated cells. Because the other methods invoive loading lines

extending through many cells, they do not allow this.

Our loader demands a small number of additional logic elements in each
cell to achieve its advantages, but the cost of logic elements is declining rapidly
compared to other system costs.

A cell’s loading mechanism allows the loading of function-specification
state bits in the cell. This mechanism consists of a Basic Loader, which is usually
combined with one or more loader options. The site of loading activity in an array
is the tip of a loading arm. The Basic Loader allows the extension of an arm to
include any of the tip’s neighbors which aren’t already in a loading arm. A Total
Retractor option allows the rapid destruction of an arm by a single signal to the
base of the arm. An Incremental Retractor option causes a tip’s relcon neighbor in
a loading arm to be the new tip; the loading arm is then incrementally retracted.
The Tip Changer option allows a tip cell to be repetitively loaded. The loader
options demand extra logic elements, but extend the power of the loading arm.

Each cell in a checkerboard array has Select, Clock, and Data loader
inputs and outputs at each of the cell’s four side-sets. When an array’s power is
‘turned on, its working cells are inititalized so that all their Select output lines are
low. Raising a side-set SS,’s Select input activates $5,: Data and Clock inputs at
SS, may load the cell’s register containing its function-specification and loader

state bits. The newly Selected cell is the tip of some loading arm. A counter in
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this tip cell counts the number of bits shifted into the cell’s register after
activation; so the cell knows when its register has been loaded. The loader state
then specifies the new érin tip. With the Basic Loader, one of the loaded cell’s
interconnection neighbors that isn’t in an arm may have its Select input at side-set
SS, raised. Then Clock and Data information from the base of the loading arm flow
through the arm, through the former tip, to the new tip. This process may iterate.
Loader options extend an Array Programmer’s ability to control a loading arm.
Figures 3.3 through 3.5 give an embodiment of our loading mechanism in
a checkerboard cellular array. Most discussion of the loading mechanism is on a
functional level. The loader can therefore be understood without reference to
these diagrams, but they are included for specificity. Figure 3.3 shows the
mnemonically-initialized names of the loading inputs and outputs of a cell. The
loader lines are Select, Clock, and Data. Up, Right, Down, and Left refer to the
cell’s four side-sets. Figure 3.4 shows one possible realization for the Pulser in
the lower-ieft corner of figure 3.5. After power is supplied to an array, the
pulser’s OUT line in each working cell remains low long enough to assure that all
appropriate memory elements are simultaneously reset. Intel’s microprocessors
have a circuit with this effect. The other elements in figure 3.5 - a complete
functional diagram of the loader for one cell - are familiar standard logic elements
like those in a Texas Instruments TTL catalog. The function of each logic element
is summarized in the symbol table in figure 3.6. These elements could be realized

in many forms and technologies.
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Fig. 3.3 Input-output Lines Of A Cell's Loading Mechanism
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Fig. 3.5 Loading Mechanism With Options
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Fig. 3.6 Symbol Table
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(1st of 2 pages)

A) Combinational logic elements

——om
' 1‘_ > ouT
T T— o
O— our
|'>c OUT
se-maker

AND GATE: QUT = A AND B AND C.
OUT is a logical high, or 1, if and only if
A and B and C are all 1.

OR GATE: OUT =AORBORC.

EQUAL GATE: OUT = (A = B).

CIRCLE: OUT = ~A. OUT is the
complement of A.

INVERTER: QUT = ~A,

. Although combinational logic elements ideally act instantaneously, actual
involve a slight delay before a change in the inputs is reflected at the
outputs. This delay is used in the pulse-maker.

D —>

ool

IN

ouT

ouT
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PULSE-MAKER symbol.

PULSE-MAKER behavior. We always

- use the Pulse-maker for inputs that

remain high or low at least D time-units.
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Fig. 3.6 Symbol Table (2nd of 2 pages)
C) Memory elements -

D always indicates a DATA input. .

C always indicates a CLOCK input for a memory element. The memory
~ element responds to a positive-going transition.on C’s input.

R alg. Rindlicita a RESET input; all outputs of the memory element

are DifR=1.
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- L above. .
et
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_ - Q(m=-1) SHIFT-REGISTER (m-bit, serial-in, serial-
out). Only Q(m-1), the last bit of the
—. S=R (m) shift-register, is output. |
] | * 1 . . L
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—dc _ transitions of C. If m = 2, the counter
CTR (m) has the state-transitions for (Q0 Q1) of:
(00)to(1 0)to(0 1) ta (1 1) to (0 O).
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We first detail the Basic Loader, with none of the loader options. S-R
' FL is the shift-register containing the function-specificatidn and loader state bits.
LOO and LO1 are the loader state bits that specify the loader’s output side-set.
LSTA is orﬂy included when the Tip Changer is used; this loader state bit specifies
whether a tip cell is to be re-loaded. S-r FL may have any number of function-
specification state bits. Here we assume four such bits - INO, IN1, OUTO, and
OUT1. CTR, a counter, counts the number of bits shifted ihto FL after a cell is
activated. Since CTR must be able to count to P, the number of bits in FL, CTR is.
log,P bits. The P-detector outputs a 1 when CTR’s count is P. For P = 6, the P-
detector performs the function OUT = B2 AND Bl AND NOT BO = 6, in_binary.
TCH, the "touch” flip-flop, signals that a cell has been loaded.

The Basic Loader ‘is used to load a perfect array in the following way.
When power is supplied to the array, the Pulser resets CTR and TCH to 0. The
CTR, the P-detector, and the TCH flip-flop are used to determine when a cell’s
shift-register FL has been loaded. S-r FL is in an indeterminate state (although
some processing layers require it to be pulser-resettable; this forces all cells into
the same function state when power is turned on). All extra-array inputs to the
array are 0. Assume that S.L.IN for some cell A goes from O to 1. Cell A has been
TOUCHED from the left, and now its left loading inputs are ACTIVATED. C.L.IN and
D.LIN may now affect the cell’s function-specification and loader state bits and its
loader outputs. This prepares shift-register FL of cell A to be loaded via D.LIN

and C.LIN. Since all other S.INs are O, all other side-set’s loader inputs are not
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activated. D.LIN is relayed to D.OUT and C.LIN is relayed to C.OUT. Besides being
the D outputs of the cell, D.OUT is the D input to shift-register FL. Since TCH=0,
C.OUT is the C input to shift-register FL and CTR. The first positive transition of
C.LIN causes

1) D.LIN to be shifted into shift-register FL, and

2) CTR to be incremented to (BO B1 B2)=(1 0 0).
During loading of the cell, CTR functions to count the number of positive C.IN
transitions since the cell was touched. That is, it counts the number of bits shifted
into shift-register FL. Succeeding C.LIN positive-transitions will similarly shift
information into shift-register FL and increment CTR. The "p"th such transition
(6th in this example) causes

1) the 6th D.LIN bit to be shifted into shift-register FL, so that all the

information in shift-register FL has been loaded from D.LIN since S.L.IN

went high; and

2) CTR=(0 1 1); this causes the output of the P-detector to go high.
Thus shift-register FL has been loaded with function-specification and loader state
bits; the P-detector signals this fact by sending a high signal to the input to the D
flip-flob. When C.L.IN next goes from high to low, TCH goes high. This causes

1) the C inputs of shift-register FL and CTR to remain low; C.QUT is no

longer transferred to them; and

2) one and only one S.OUT to go high, thereby activating inputs at the

side-set of some "touched" neighbor cell. The one selected is
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determined by LOO and LO1.

The loading arm is a loading-signal path starting with some base cell
with a high S.IN, and possibly extending from that cell to other cells, with the arm’s
path marked by high S lines linking neighboring cells. Figure 3.2 showed one such
loading arm. With the Basic ander we restrict a cell from touching a cell that is in
a loading arm. In this case, this means cell A should not touch left, the source of
loading information. It may touch celis that are up, right, or down neighbors.
Assume cell A touches cell B above cell A. We then say that the loading arm’s TIP
has been moved up from A to B. This is caused by loading cell A with LOO=LO1=0;
when cell A’s TCH goes high, its S.UOUT goes high. That is, cell B is then touched
by cell A. Because S.LIN is still cell A’s only high S.IN, it’s still true for cell A that
C.OUT=C.LIN, and D.OUT=D.LIN. Because cell B is the only cell that A is touching,
cell B is the only neighbor of cell A to accept C and D information from A. B can
now be loaded in the same way that A was. B may then touch some new neighbor
FL, funnel loading information to this new tip, etc. That is, this process of a cell’s
being loaded, touching a neighbor, and funneling loading informgtion to that neighbor
may iterate. In this way a loading arm may be snaked through an array, with its
length only limited by the size of the perfect array. This growth of a loading arm
to any cell from any other is facilitated by the loading mechanism’s mono-active,
balanced nature.

A brief example will illustrate loading via growth of a flexible loading

arm. Assume a perfect array was to be loaded with function states (INO IN1 OUTO
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OUT1) equal (0 0 1 0) for cell (0 0), (1 11 0) for cell (0 1),(0 1 0 1) for cell (1
0), and (1 O 1 O) for cell (1 1). The Array Programmer may connect to cell (O 0)
in the manner shown in figure 3.8, After the array is turned on, all cells have
CTR=TCH=0. The Array Programmer raises S.L.IN of cell (O 0), the base of the
loading arm. The Array Programmer uses the C and D lines to clock out the
sequence {0,0,0,1,0,0} in the manner indicated in figure 3.7. This loads shift-
register FL with (INO IN1 OUTO OUT1 LOO LO1)=(0 0 1 0 0 0). That is, the
function-specification state bits have been properly loaded and the loader bits LOO
and LO1 tell cell (O 0) to touch up. At TO, the first downward transition of C.L.IN
after the loading of shift-register FL, SROUT of cell (O 0) is raised. Cell (O 1) is
now ready to receive C and D information from the Array Programmer, routed
through cell (0 0).

The subsequent sequence clocked out of the Array Programmer via the
C and D lines is {0,1,0,1,1,1}, {1,0,0,1,0,1}, {1,0,1,0}. Thus all the cells of the array
have been loaded by a loading arm snaking through the array in the manner
indicated in Figure-3.8. A different-shaped loading arm could have been used to
accomplish an equivalent loading of function-specification state bits.

We now consider the various options available to enhance the capability
of the Basic Loader. The Total Retractor allows a loading arm to be grown and
later totally retracted by a signal to the base of the loading arm. This allows, for
instance, reloading of cells and rerouting of a loading arm to new celis from the

same arm base. With the Total Retractor, a perfect array is loaded just as
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described above. Assume the loading arm of figure 3.8 exists. |f the Array
Programmer lowers its S line, no S.N of cell (O 0) is high; the Total Retractor of
cell (O 0) causes that cell to be reset to CTR=TCH=0. When TCH goes low, all
S.0UTs of cell (O 0) go low. This resets (1 0), which resets (1 1), which resets (O
1). The function-specification state bits of these cells are unaffected. The Total
Retractor thus allows the reset@ing of all the cells in a loading arm by lowering the
S input to the base of the arm. These reset cells are then ready to be re-loaded
by some new loader arm.

The Incremental Retractor allows a loading arm to be shortened cell-by-
cell, instead of all-at-once as with the Total Retractor. The Incremental Retractor
shown in figure 3.5 includes the Total Retractor circuit, so this incremental
Retractor is always used with the Total Retractor. The Incremental Retractor can
save time when, for instance, one wants to change the state of a cell that is near
the tip of a long loading arm. Consider the long loading arm of figure 3.9. If the
Array Programmer wanted to reload cell (99 0), as it might on the basis of some
test on celi (100 0), cell (100 0) could be loaded with information telling it to
touch left. When S.LIN of cell (99 O) went high, the incremental retractor of cell
(99 0) would create a reset pulse. This would reset cell (99 0) for subsequent
loading from (98 0). Resetting of (99 0) would lower S.R.In of (100 0), thereby
causing (100 0)’s Total Retractor to remove (100 O) from the loading arm while
leaving (100 0)’s function state the same. This incremental retraction is much

faster than the eduivalent action of total retraction and subsequent growth of the
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loader arm from (O 0) to (99 0).
In loader realizations in which the Incremental Retractor does not include
Total Retractor circuitry, the Incremental Retractor may be used for a type of total
fetraction. If all the other S inputs of a cell are low, lowering its S line and then
raising it prepares the cell to be loaded from that S line’s side-set. Assume an
Array Programmer wanted to grow a new loading arm from the base of an existing,
unnecessary arm. By lowering the cell’s high S line, then raising it, the Array
Programmer would prepare the cell to be loaded, forcing all the cell’s S.Out lines
low. The cell could re-touch the cell it last touched, or touch some other neighbor,
and a new arm could be grown from the old base. Of course, part of the old arm
might remain in the array. Under certain conditions this is intolerable; loading a
cell in an old arm from some new side-set involves special considerations, as we’ll
see. Nevertheless, many applicatioﬁs make fast retraction feasible through
exclusive use of the Incremental Retractor. When fast retraction is unfeasible, an
arm may be totally retracted cell-by-cell via the Incremental Retractor, as we’ve
discussed. If even this is impossible, due to a growth failure at the loading arm’s
tip, the Incremental Retractor allows a new arm to grow through the working cells
of an old arm; subsequent incremental retraction frees these working cells from
the loading arm.
| The Tip Changer allows a tip cell to be repetitively loaded by the same
loading arm. This is another time-saving device, particularly helpful when one

wants to test the same cell in various states. It involves adding an extra bit to
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shift-register FL, and consequently requires one more clock pulse for the ioading
of a cellf If a tip cell is loaded with LSTA=1, the deﬁivard C.IN transition at TO
(directly after the P-detector goes high) causes resetting of CTR and TCH to
CTR=TCH=0. The fact thet LSTA is high also prevents the cell from touching any
other cell. Thus the cell is loaded with a function state, remains the loading tip,
and is therefore ready to be immediately reloaded. If the cell is Ioadé‘d with
LSTA=0, it may touch another cell as if no Tip Changer existed.

Thus the Basic Loader can éombine with a combination of Total
Retractor, Incremental Retractor, and Tip Changer. The particular combination used
in an array depends on the specific objectives for that afray. In arrays designed
for infrequent loading, minimization of circuitry by exclusive use of one Retractor
option might be appropriate. The rest of this chapter details grow’th of shift-
register arms. If program-variable shift-register length was important to an array,
variation-speed considerations might encourage use of all loader optior;s.

In summary, the fundamental loading mechanism aliows loading inputs
from one of saveral sides to control loading of a cell. The cell may learn that, and
how, sub#equent information input from its active loading side-set ‘should be
passed to loading outputs of some other side-set. If the set of loading mechanism
neighbors is proparfy chosen, inputs to any cell may cause the Ioading of a cell
anywhere in a perfect array, and loading of most celis in a flawed array. The

loadin_g mechanism may be incorporated into arrays with diverse processing layers.
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Section 3.2: A Perfect Array Of Shift-register Cells

We now examine one realization of a complete shift-register cell, shown
in Figure 3.10. We’'ll eventually show how an array of such cells can provide large,
highly integrated, variable-length, automatically testable and repairable memories.
For clarity, we begin by considering an array of such cells which contains no
flawed cells. The shift-register cell’s loading mechanism is almost identical to the
loader of Figure 3.5. For simplicity, we assume that all the loader's options are
included in the shift-register cell. In fact, the approach we describe can be
adjusted to work with just a retractor option.

Each side-set has Select, Clock, and Data loader inputs and ouptuts,
whose function has been described. In addition, each side-set has distinct Klock,
iNput, and vReturn processing input-output lines; there is one set of K.IN, K.OUT,
N.IN, N.OUT, RIN, and ROUT lines in each side-set. The shift-register cell could
have been realized by disjoint loading and processing mechanisms. However, the
cell shown in Figure 3.10 reduces circuitry and loading time by using bits in shift-
register FL in a dual role as function-specification and loader bits. The loader of
Figure 3.10 corresponas to that of figure 3.5 with the following mapping:

Figure 3.5: INO IN1 OUTO OUT1 LOO LO1 LSTA

Figure 3.10: INO IN1 OUTO QUT1 OUTO OUT1 STA
S-RFL is. reset when power is turned on to limit processing layer complications of
certain faulty cells.

Figures 3.11 and 3.12 give alternate functional descriptions for the
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,Fig. 3.10 A Complete Shift-register Cell
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Fig. 3.11 Abbreviating A Shift-register Cell's Function State

Function state Abbreviation
K.U.IN N.U.IN R.U.OUT
——»t D Q-———jk—)-N.R.OUT
e 3
S=-R A
C
E > K.R.OUT
R.R.IN
Lo D Q
S-R B
—————3 C

The FUNCTION STATE diagram indicates the important
processing inputs and outputs for a particular function
state.

The short arrow in the ABBREVIATION diagram indicates
the active Klock input. 1Its side-set is nearest the base
of a shift-register arm,




Fig. 3.12 sShift-register Cell's Function States
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prdcessing outputs in various function states. It’s apparent that the processing
outputs depend only on the function-specification state bits, the processing state
(shift-register A and shift-register B), and the processing inputs. Shift-registers A
and B are of arbitrary length, with the particular practical length chosen by
integration-level considerations discussed later. A cell has one relcon neighbor
when STA=1; a Klock input from a side-set E clocks N.E.IN information through
shift-register A, then through shift-register B, and finally out NEOUT. A cell has
two relcon neighbors when STA=0; while K.EIN clocks shift-register A and shift-
register B, N.E.IN flows through shift-register A and then out some side-set F, and
N.F.IN flows through S.R B and then out N.E.OUT.

Cells are used to form shift-register arms. Information in an arm flows
from the base of the arm via K and N lines to the arm’s tip, turns, and flows back
to the base via the R lines. The cell at the tip of the arm has. STA=1. This cell
acts as a loop; it forms shift-register A and shift-register B into one shift-
register, with the same relcon neighbor providing K and N inputs to this shift-
register, and receiving the Return output of this shift-register. All non-tip cells in
the arm have STA=0. Each of these cells receives K.IN and N.IN information from a
relcon neighbor nearer the arm base, and transmits ROUT information to that cell.
Each of these cells also outputs NOUT and K.OUT to a relcon neighbor nearer the
arm tip, and receives RIN information from that cell.

A simple example illustrates how the Basic Loader and Total Retractor

allow the loading of more than one shift-register into a perfect array by use of the
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Fig. 3.13 Loading Two Shift-registers Into Perfect Array

(Extra-array processing lines are not shown.)
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loader inputs to one cell. Consider the perfect array of Figure 3.13.A, with all

cells reset because power has just been turned on. The array’s only connections
with the outside world, other than power lines, are

1) (O 0)’s loader inputs, which connect to the Array Programmer; and

2) (0 0)’s and (0 1)’s N.L.IN, K.L.IN, and RL.OUT lines (not shown in the

figure), which will provide the inputs and outputs of two shift-registers

embedded in the array.

After the Array Programmer raises S, the sequence {0,0,1,1}, {0,1,1,1},
{0,1,1.,1,}, {1,1,1,1} is clocked via C and D inputs into cell (0 0). When S is
lowered, the loading arm totally retracts. This leaves the array in the processing
staté shown in Figure 3.13.B. S is again raised, and the sequence {0,1,1,1},
{0,1,1,1}, {1,1,1,1} is clocked out. S is lowered, and the array is left in the
processing state of Figure 3.13.C. The processing lines shown are made available |
through some type of wire. Loader lines may also be made available; so that the

- array may be repaired if it develops a flaw, or an embedded shift-register’s length
may be varied.

In estimating the time to load a cell’s p-bit shift-register FL, we
consider two extremes:

1) If the celi being loaded is the base of the arm, the minimum delay
between C.IN transitions is tmin = 1/fmax, where fmax is the maximum

clock-frequency of a shift-register.
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2) If the cell being loaded is many cells away from the arm’s base,
tmin h determined by 2 faciort:
a) After a new DIN bit has been sent to the loaded celi,
C.iN cannot go high until we're sure the D.IN bit will arrive at the
loaded cell befors C.N's new transition.
b) After this CIN transition, D.IN cannot be changed until
we're sure the CIN transition will definitely arrive at the loaded
cell before the new D.IN.

Thus the time to load a cell n cells from the base of its loading arm is the greater
of 2 numbers. |
tload = p x max (1/fmax, n x (dmax + cmax - dmin - ‘cmin)).

Here dmax is the maximum delay of D signal through a cell, and the other d and ¢
- symbols above are similarly defined. Recall that a logic gate can have a very small
delay if it’s known that only one of its inputs changes frequently. Noting that the
C and D delays come solely from an AND-OR function, where the ANDs have only
bne input that changes fast, we observe that dmax for a cell is approximately
equal to dmax for a logic gate with a load of four input-loads.

In estimating the maximum frequency at which an embedded shift-
register may be clocked, we make two assumptions:

1) All bits of shift-registers A and B of a particular cell are clocked

simultaneously.
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2) A clockpulse remains a pulse as it travels down an arm.

The rate-limiting delay then comes from the delay path schematized in Figure 3.14.
tmin = andmax + 2 x andormax + s-rmax + s-rsetup

Andmax is the maximum delay through an AND gate, where only one input to the
gate changes often. Andormax is the maximum delay through an AND-OR gate,
where only one input to an AND gate changes often. S-rmax is the maximum time |
between a clock transition to a shift-register and the subsequent stabilization of
its output at its proper value. S-rsetup is the time the D input to a shift-register
must be stable before a clock transition. The Klock input to a shift-register arm
must have a low enough frequency that, for the longest possible arm, a pulse
remains a pulise as it travels down the arm; and two pulses are never less than
tmin apart. |

The method we’ve shown for relaying clock signals down loader and
shift-register arms has two major disadvantages:

1) A clockpulse may expand or contract indefinitely if it’s passed
down a long enough arm. This limits the clock’s frequency.

2) The frequency at which Data can be sent down the loading arm is
limited by the uncertain delay involved in sending a Clock or Data signal
down a long arm. Ideally a Clockpulse and its associated Data bit flow
through an arm at the same speed.

Figure 3.15 shows a simple circuit which eliminates these difficulties. The circuit



Fig. 3.14 shift-register's Rate-~limiting Delay
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Fig. 3.15 Pulsewidth Regulator With Data Transmitter Option
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The combination of the n-element delay with gate 2 constitutes a pulser
responslble for outputting a pulse Iong enough to trigger a neighboring cell’s flip-
flops. The m-element tapped delay in combination with gate 1 lengthens a clock
input pulse enough to assure that the pulser acts properly.

Assume that the delay of a signal-transition through any gate is D plus or
minus t. Assume that the clock input to the Pulsewidth Regulator has been O long
enough so that the outputs of all gates are 0. First consider the Pulsewidth
Regulator with no option. Clock input receives a positive pulse of minimum length
P sufficient to trigger any of a cell’s attached memory elements. The m-element
tapped delay is tapped at enough places that a clockpulse P long causes one
longer pulse out gate 1. This longer pulse has a minimum width W such that

W2P+m+1DO-1t) - @D0+t)] =MP+md- (m+ 2)t].

IfW 2 n(D - t), the clock output is a puise X with

X2nbD - (n+ 2t
Assume that the pulse at the clock output is reduced by at most R as it travels
through gates to the clock input of a neighboring cell. Then the following
conditions assure that the neighboring cell receives a pulse of minimum width P.

nD - (n+2)t2P AND P+l - (m+ 2t 2n(0 - t).

Longer clock input pulses obviously work fine.

A similar analysis calculates the maximum clock frequency.

If the Data Transmitter option is used, the clock output pulse must be
delayed the right amount to assure that a Data bit and its associated clockpulse
flow together from one cell to the next.
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assures that a ‘clockpulse of minimum width P which is input to a loading arm will
travel dowﬁ the arm with a tightly-bounded width. The Data Transmitter option
assures that a Data bit and its associated clockpulse flow together at the same
speed down a loading arm. Placement of the Pulsewidth Regulator before the
broadcast Kleck output of a shift-register cell would increase the maximum
clocking frequency of a long shift-register arm. The loader’s use of the Pulsewidth
Regulator and Deta Transmitter option would speed loading for long loading arms at |
the cost of slower loading for short arms and increased cell overhead.

Richard Shoup’s method for forming an embedded shift-register is quite
different from ours. In Shoup’s method, a cell contains only '1 processing layer
shift-register; function state bits control which iNput goes to the shift-register,
and the output of the shift-register is broadcast to all its neighbors. Clocks to the
shift-register cells come down the Data control lines, the same lines used for
loading function-specification state bits. This of course means that all co-column
cells must be clocked simultaneously; they can't, for instance, be used for
different registers with different clock frequencies. Shoup’s arrays are relatively
hard to test, especially for large arrays. Testing requires "building up shift-
register paths of increasing length between opposite edges of the array.” (See
<Shoup 73>) Every cell is tested in all 4 directions; we'll see that this is an
unnecessarily large amount of testing. The tester accesses the processing inputs
" and outputs of all edge cells; this requires excessive use of probes and bonding

pads. Our loading method gives our shift-register arrays many advantages. We'll
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see that the fact that all communication with an embedded shift-register arm is
through its base also facilitates testing. The major drawback of this bi-directional
capability of our shift-register cell is that it slightly reduces a shift-register’s

maximum clock frequency.
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Section 3.3:. Testing And Repair

in this section we consider the concurrent prdcesces of testing and
repair involved in embedding a shift-register arm machine !ﬁ- a flawed array. The
shift-register colt is the one we've been considering, that of figure 3.10. We focus
on growth of ome arm from a base cell with loading and processing connections to
an Array Progremmer, but the techniques discussed are easily generalized. The
Array Programmer uses a loadlni arm to grow longer and'loﬁger shift-register
arms, like the two in Figure 3.13. The growing shift-register arm extends through
the same cells a8 the loading arm. The arm is tested as it grows. Failure to pass
a test indicates: that the arm must twist through the afray in & slightly different
way, so that it includes only good cells. If an attempt is made to produce an arm
of a certain length in a given flawed array with inputs and outpuls at a given side-
set, several things may happen. Such an arm may be realized, the array may be
found incapable of producing such an arm, or testing may take too long.

Embedding an arm of balanced cells is particularly easy. The arm is
extended celi-by-cell into an array. When an arm is in 8 given pesition, the arm is
tested under the temporary assumption that its non-tip cells will remain in their
current function states. The relcon neighbors of each body cell are therefore
known, and information flowing in the arm to and from its base tests the cell’s
communication with its relcon neighbors. As long as a cell’s interconnection, non-
reicon neighbors aren't !qaded, it's assumed that their inputs to an arm cell don’t

change. Consequently, it's sufficient to test an embedded arm via the inputs and
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outputs at the base of the arm. The cells’ balance allows an arm to move in any
direction as it snakes through good cells in an array. Sometimes extension of an
arm in an intended direction is prevented by a flawed cell. Then the arm is
retracted, and the arm’s growth proceeds in some new direction from some stump
of the unsuccessfully extended arm. Since the cells in the stump of the arm stay
in the same function state, they need not be re-tested. A cell is only tested in its
role in an embedded shift-register arm. Thus growth of an arm through balanced
cells facilitates the interwoven processes of testing and repair.
Description of the testing process is much clearer if we use an example

simplified by some assumptions:

1) Good cells are only loaded under the Array Programmer’s control, and
not by signals caused by faulty cells. This assumption is satisfied if no
faulty cell outputs a high S at the same side-set where it outputs an
alternating C, since this is the only way a faulty cell can load a good cell.
This assumption is also satisfied if any cell that is not loaded under the
Array Programmer’s control is defined as a bad cell, even if it is not the
cell’s fault that it is improperly loaded. Since we'd like properly formed
cells to be used as good cells, we specify cell mechanisms that help
guarantee that a good cell is not falsely loaded. This involves making the
set of valid loading commands smaller than the set of possible quding
commands, so that fault-generated commands are likely to be disobeyed.

2) A cell’s performance depends only on that cell’s mechanism, state, and
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input signals. It does not directly depend, for instance, on the state of some
other cefl in the array. Like the fourth assumption, this saves testing time;
it's used in most IC testing programs. The assumption is reasonsble because
the only lines connecting ditferent celis are the side-set fines and the power
lines. This assumption accounts for side-set lines. In some technolog‘ies,
such as magnetic bubbles, coupling could not occur through cell-connecting
power fimes because there are no such lines. With other "techmlogles,' such
as conventional semiconductor technology, it’s true that such coupling could
occur. However, the regularity of an array is useful in minimizing this
" possibility. Esch cell could contain a simple regulator circuit optimized for
the htghiy predictable characteristics of a working cell.
3) Ceits thet are fau&y during array testing must be somewhat consistent

in their faulty behavior; that is,

A) a 'sﬁecessfuﬂy tested cell doesnt develop new faults during array

testing; and

B) 'a processing input that doesn’t alternate during the testing of a cell

may not alternate during other array testing, unless the Array

Programmer commands it to alternate.
Assumption 3 makes it easier to localize the cause of a test failure.
Assumption 3A is reasonable because the time to test a realizable array is
very short compared to its mean-time-between-failure. Assumption 3B

allows a cell in an embedded arm to be tested solely for proper
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communication with its relcon neighbors; it allows the Array Programmer to
assume that a cell passing its tests won't misbehave during further arfay
testing due to a previously unencountered input signal. (Most cells wouldn’t
misbehave anyway, since they’re programmed to ignore irrelevant inputs.) A
cell may have side-sets which are inaccessible to an Array Programmer, due
to the cell’s position near a flawed cell or at an array’s edge. All the cells
of figure 3.16 have at least one inaccessible side-set. Assumption 3 allows
such a cell to be embedded in an arm in spite of the inaccessibility of its
irrelevant side-sets. Like assumption 1, assumption 3 is valid if all the
inputs and outputs of faulty cells are assumped to be stuck at some value.
if assumption 3 is invalid for a particular array, the Array Programmer may
become confused during testing. In this case the Array Programmer can
start testing the array again. Repeated confusion indicates that faults are
forming at a pathologically high rate; then the Array Programmer signals that
the array should be rejected.

4) The behavior of certain mechanisms in a cell is independent of the
state of other mechanisms. We assume that a shift-register bit works if it
successfully accepts new information when the bit and its 2 neighboring bits
are in any of their 2% = 8 states. This assumption implies that a shift-
register bit’s function is independent of the state of non-adjacent bits in an
array. This allows the testing of a length-n shift-register by testing its

ability to shift a (10 + n)-bit sequence (0001011100 --=), in which
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the n bits are used to push the first ten bits through the shift-register.
This common, reasonable assumption is necessary to save testing timg;
testing a 40-bit shift-register in every state wodld take a sequence of
approximately 1,000,000,000,000 bits, and we expect a cell’s shift-register
to be considerably longer than 40 bits. The unspecfﬂ.ed biti in the
sequence sbove could be selected to drain maximum current from the
power supply. Similarly, we murﬁc that the processing mechanism’s
‘behavior is ;mmt of the loader's state. This sssumption saves test

time.

The validity of these assumptions, which are like those made in testing
conventional digital systems, can be made very likely by proper array design and
layout. 'The ultimate test of the validity of these assumptions for a particular
array is experimentation with that array.

We now consider a testing process operating under these assumptions.
Consider the array of Figure 3.16, shown in successive stages of testing. The only
extra-array connections are the Array Programmer’s processing and loader
connections to cell (0 1), which aren’t shown in the figure. Here we assume the
shift-register arm is to be 5 cells long; m = 5. When a new cell B is to be tested
for possible addition to a shift-register arm currently extending to its tip at cell A,
several things happen. Cell A is put in .a gtate so that shift-register arm

information is routed to and from B. B is put into a loop state - (000 0),(0 1 O




PAGE 128

Fig. 3.16 Growth Of Perfect Shift-register Into Flawed Array
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The connections of the Array Programmer to cell (0 1l)'s
left loading and processing lines are not shown.

Unmarked cells are good cells in the (0 0 0 0) state.
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1), (1 010),er (1 11 1)-with the loop starting and ending at A’s side-set
shared with B. Assume N is the number of bits shifted completely through the
processing shift-registers of cell B and passed down the arm for monitoring. Also
assume the Array Programmer knows the contents of all the A shift-registers in
the arm up through cell A. (The Array Programmer should know this; it’s loaded
these registers.) Testing cell B in an arm of length m then requires (N + alength +
m x blength) Klock inputs to the arm, where alength and blength are the lengths of
shift-register A and shift-register B. Passing the test means that the shift-register
arm works properly; a new tip has been properly added. If cell B is the last,
"m"th cell of the arm, the Array Programmer is then satisfied that a shift-register
arm has been properly formed in the array. (See stages 8 and 9 in the figure.)
The Array Programmer doesn’t care whether the cells of the arm could have been
loaded from other directions, or would have worked in other function states. It
doesn’t care if some cells of the array haven't been tested at all. (See cell (O 2)
in the figure) The Array Programmer simply cares that its objective has been
realized. This pragmatic approach allows substantial reduction of testing time.

If cell B is meant to be part of a longer arm, it must be connected to an
interconnection neighbor cell, other than A, just as A was connected to B. The
testing of this new, longer arm then proceeds as above. Growth is a recursive
procedure.

Failure of the arm after its extension from cell A to cell B indicates that

growth from cell A to cell B is impossible. A may be loading B incorrectly, B may
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be flawed, A or B may be outputting Kiock information to a neighbor elsewhere in
the arm, etc. The Array Programmer doesnt worry about the specific nature of
the problem. It 'simply uses one of two reasonable flaw-models. Cell B may be
judged as a flawed cell never to be tested again, as in the example. This
simplification might be appropriate if the area of shift-registers A and B dominated
the area of a cell; failure was probably due to a failure in this area. A second
alternative is to just consider the boundary between cells A and B impassable in
the attempted direction. Cell B might be approached later from one of its other
neighbors.

If cell B can’t be approached from cell A, some new arm-path is tried if
there is still one to be tried. Cell A considers touching its neighbor cells in some
established order. When a neighbor is considered for touching, the touch is
attempted if the cell exists (isn’t out-of bounds), isn’t known to be unloadable from
A, and isn’t already part of an arm. Furthermore, extension of the arm through
that cell must, at least potentially, eventually yield an arm of the desired length.
This last provision explains why no attempt is made to include cell (2 0) in the arm
in the example; at best a length-4 arm would result.

If all A’s neighbors have been rejected, the arm ig forced to try some
new path that includes all arm cells up to A. In the example, (0 0) of stage 3 is
cell A. Since there’s no cell compatible with the existing arm that can be loaded
from (0 0), the arm is retracted to cell (0 1), where new paths are considered.

A program simulates the method described above for loading a shift-
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register arm into a flawed, rectangular array. The umpl»t fauit model is used; a
cell is euther perfect or hopelesdy flawed. A progrlm forms a ﬂaw pattom of
specified dimensions with randomly sprinkied faws. Another 'program triea to
reslize the longest arm possible in the flawed array, growing from a specified, good
base cell. A time fimit Is used because the program would eventually consider all
possible arm paths extending from the base cell. - | |

The repair program is short and simple. When an arm has grown to a
certain tip, it tries to extend itﬁelf towsrd the nesrest array ‘edge. Thus an arm
spirals toward the center of an array in a perfect array. If no improvémeht,in the
maximum discovered arm is made in éne-fourth of the time llmit, the progrsm looks
at adjacent celfs that are not included in 'th"longeslt’arlm‘aha are not known to be
flawed. The program tries sampla jogging of the arm to mclude these colls. The
- program returns with a picture of the reodtmg arm in the ﬂawod arny. and somo
statistics concerning the arm growth

Figures 3.17 and 3.18 show arms sneking through two different 25 x 25
arrays. Statistics for these and other, similer experiments, appesr in table 3.1.
Figure 3.19 shows graphs derived from table 3.1.

- The experiments suggest several conclusions:
1) For %flawed under about 25, %oftotal drops about 2.2X% when

%“flawed increases 1%. This is nearly independent of the size of the

array, with larger arrays doing slightly better. Repair efliciency also

drops steadily. For instance, for the unstarred 400-cell array in table
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Fig. 3.17 Result Of An Arm-growth Experiment

The relcon network above shows the path of an arm after an arm-growth
experiment. One can follow the arm’s path from its base, at (2 1), to its tip, at
(15 18). There are 625 cells, 100 flawed cells, and 463 arm cells. We were able
to repalr the array to embed an arm with 495 celis. Thl8 suggests that our
program’s repair efficiency can be improved.
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Fig. 3.18 Result Of An Arm-growth Experiment

The base cell is (1 1). There are 625 cells, 225 fiawed cells, and 216 arm cells.




Table 3.1 Results Of Arm-grouth Experiments

Key:

(1st of 2 pages)

%flauwed - flawed cells as percent of ail cells

Cells ~ total cells in square array

Hflaus - total flawed cells in array
max-arm - the longest arm our program grew
%oftotal - cells in Ionoast ars as percent of all cells
timelim - the time limit, in seconds
Time - the time the program ran
%oftimelim - time as percent of timelim
* - For tuo starred (or unstarred) arrays of the same size,

one set of flaw coordinates is a subset of the other.

Table:
%flaved Cells #flaus max-arm Xoftotal timelim
) 188 ~ 8  1es = 188 1
8 225 "] 225 168 225
) 400 8 400 108 480
8 625 8 625 106 625
4 625 25 598 9% 625
x &4 625 25 586 9 625
4.46 225 18 208 92 225
x 4,46 225 18 211 94 225
S 108 S 93 93 168
x5 18 . 5 92 92 160
S 400 20 367 92 400
x5 40 20 378 93 408
8 625 50 861 88 625
x 8 625 50 548 88 625
8.8 225 20 187 83 225
x 8.89 225 28 199 89 225,
18 190 18 85 85 108
%*10 180 10 81 81 100
18 498 40 335 84 400
*x10 488 49 344 86 408
12 625 75 585 81 625
%12 625 75 566 81 625
13.33 225 38 168 75 225
x13.33 225 38 182 81 225
15 180 15 72 72 1980
%*1S 108 15 74 74 108 -
15 400 60 301 75 400
%15 400 69 364 76 408

Time
1
3
5
8
206
186
68
74

27
27

%oftimalim
1
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Table 3.1 Results Of Arm-growth Experiments

(2nd of 2 pages)

%flawed Cells #flaus max-arm %oftotal timelim Time Xoftimelim
16 625 100 463 74 625 241 39
*16 625 108 476 76 625 181 29
17.78 225 48 152 68 225 69 31
*17.78 225 49 163 72 225 63 31
28 100 28 60 68 18 27 27
*29 100 28 Bl 61 18 27 27
28 408 80 265 63 488 292 73
*28 488 80 287 72 488 114 28
20 625 125 440 78 6825 228 35
*20 625 125 434 63 625 187 30
22.22 225 5@ 144 64 225 64 29
*22.22 225 50 148 62 225 186 47
24 625 150 366 58 625 264 42
*24 625 158 374 60 625 341 55
25 100 25 53 53 le8 27 27
%25 108 25 4 4 ie8 - -
25 4086 100 225 56 488 113 38
*25 488 108 233 58 488 158 39
26.87 225 68 125 56 225 73 32
*26.67 225 68 113 58 225 114 51
28 625 175 348 55 625 332 53
*28 625 175 308 48 825 317 51
30 100 38 11 11 g8 - ~
30 408 120 158 48 408 138 33
*30 488 120 158 38 488 355 89
31.11 225 78 115 51 225 181 89
*31.11 225 78 87 33 225 117 52
32 625 200 194 31 625 344 55
%32 625 208 246 33 625 429 69
35 488 140 188 27 408 235 53
%35 488 148 78 20 488 154 39
35.56 225 80 83 41 225 18l 45
*35.56 225 38 2 1 225 - -
36 625 225 7 1 625 - -
*36 625 225 216 35 825 483 77
49 225 98 7 3 225 - -
48 468 169 78 28 488 115 29
*48 409 168 4 1 4eg - -
*40 625 258 32 5 625 165 26
45 48 189 58 15 488 275 63
58 48 208 3 1 408 - -
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Fig. 3.19 Graphs For Experiments Embedding Balanced Arms
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3.1, the repair efficiency drops from .98 at %flawed = 5 to .415 at
%flawed = 35. |

. 2) As %flawed increases, a cutoff point is reached where %oftotal
drops precipitously. In our experiments, this occured for %flawed
between 25 and 45. This cutoff occurs when an array is so flawed that
the arm is trapped. Very small arrays, such as the 100-ceil arrays in
our experiments, tend to have lower repair efficiencies and lower cutoff
points; because 8 higher percentage of cells are edge celis. An edge is
a barrier that restricts the growth of an arm.

3) The time taken to embed an arm varies widely for a fixed %flawed.
It is roughly prdportional to the number of cells in an array, and tends to
increase as %flawed increases. When the cutoff point is reached, the
time to embed an arm plummets. This is an example where testing and
repair time is far from growing astronomically with an array’ssize, even
though very few input leads connect the Array Programmer and the
array.

4) If the active area of a cell is fixed, statistical considerations state
that %flawed varies less as slice size (and number of cells) increases.
This fact, the near-independence of %oftotal on the number of cells in an -
array, the proportionality of the time to test and repair an array to its
number of cells, and the desirability of large memories in one integrated

circuit package all argue for fabrication of the largest possible slices.
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5) How large should cells on a_. large slice be? Assume that the
dominant consideration is the number of bits in the largest embedded
shift-register arm. The total number of bits in an arm embedded on a
slice is proportional to the product of two factors:

a) The fraction Yg of total cells embedded in the arm. Our
‘experiments show that for a given cell yield Yo > 3/4, Y¢ is
approximately 1 - 2.2(1 - Yc). Y¢ is a technology-dependent
function of defect density and cell area.

b) The fraction of a cell’s area containing processing shift-
registers. If a cell has P area devoted to processing shift-
registers and V area devoted to other circuitry, this fraction is

P/(P + V).

We can express this product as a function of P and technology-related
parameters. Finding the maximum of this function‘via differentiation
tells us the value of P that yields the highest expected'number of bits
in & shift-register-arm. At one extreme, a large slice has nothing but
overhead circuitry. At the other extreme, it has one large, flawed cell.
Note that a minimum condition is that a cell be small enough to make
“flawed below the cutoff point. This condition is now met in most
technologies.

Though the repair simulation program is simple, its performance is
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encouraging. There are several ways it can be improved. In a production line
using large st‘i»ces,. the program would know an expected, minimum size of an
embedded arm for a sliée of a given size. To save computer time, it could be
satisfied when it attained that minimum-sized arm, or one slightly larger. At this
point, use of much more computer time to maximize the arm would probably not be
worth the cost. Our simulation ran in compiled Lisﬁ and no ’effort was made to
improve speed. A production-oriented repair program would be carefully written
in assembly language. More computer time could be used to improve ripalr
~ efficiency. -

We've repaired figure 3.17's array to realize an arm 495 cells long.
- Our ability to improve the repair efficiency from 88Y% to 94% suggests our repair
program's performance can also imprové. A more complicated and/or heuristic
program could improve repeir efficiency. A simple extension of our program would
be more sophisticated about jogging an arm to include unused, good cells. Even
the current jogging procedure could be called several times, instead of only once
at the end of the main arm-growth procedure.

Now consider our assumption that no faulty cell outputs a high S at the
same side-set where it outputs an alternating C. If a faulty cell outputs only
constant signals, this assumption is obviously valid. However, this assumption is
not valid if our assumptions are relaxed to say that all FAULTY outputs of a cell
are stuck outputs. In particular, it is noi valid if a cell A’s only fault is a high

S.OUT - say SLOUT. In this case incoming loading signals may be routed to the
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falsely-touched neighbor B at the same time they are routed to the appropriate
Array Programmer-intended cell. In this case we call cell A a branch cell, and cell B
the branch arm’s base. This branching is particularly vexing bocause its effects might
not be felt until much later in the testing. Consider the array of figure 3.20,
whose only fault is a high S.RIn to cell (2 2). That is, (1 2) is a branch cell. In
such an array the indicated state could occur. The Array Programmer would only
know of the existence of the intended arm. When the intended arm tried to touch
(0 0), the branch arm would touch (1 0), causing the subseauent test failure of the
extended version of the intended arm that included (0 0). This failure could be
caused by a faulty (O O) cell, but in this case it wouldn’t have been. Even if the
Array Programmer knew the failure was due to a loading branch, it wouldn’t know
where the branch occurred; here cells (1 0), (1 1), (1 2), or (1 3) could have
been branch cells. The problem is heightened by the fact that total retraction of
the intended arm via lowering (1 3)’s S.U.In does not affect the branch arm. Indeed
it may grow further if more loading information is clocked into (1 2). Happily, a
working cell’s Incremental and Total Retractor circuitry implies that attempting to
load a good cell in a branch arm resuits in the freeing of all the cells from the
loaded cell to the tip cell in the branch arm.

There is a wide range of possible approaches to the loading branch. On
one extreme, the Array Programmer could assume that this branching problem does
not exist. If this assumption is invalid for a particular array, the Array Programmer

may find itself hopelessly confused. Then it quits its testing attempts, and signals
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Fig. 3.20 Growth Of A Branch Arm
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that the total array should be discarded. This is a fast approach that might be
reasonable if the probability of a branch cell was low; for instance, if cells had
many elements or arrays had few cells.

An array can be successfully loaded even if it has a branch cell, if one is
willing to accept the extra testing involved. By our assumption that all faulty
outputs are stuck at some value, a branch cell can only transmit loading information
to a branch base if the branch cell’s C output to the branch base works. Then D
of that side-set is either:

1) an alternating signal transferred by the branch cell, as in the
example above; or |
2) a fixed D signal, which causes the branch base to be continually
reset due to its being programmed into the STA=1 state.
(2) is no problem; it’s (1) we’re considering.

The Array Programmer can use several facts to generate a list of
possible branch cells. When (1) holds, some of the tip end of the branch arm is a
translated version of the intended arm. This is true because the branch base
receives the same C and D information that the branch cell receives. The Array
Programmer can use this information, and its knowledge of the position of the
intended arm, to generate a list of possible branch cells. Knowledge of which cell
of the intended arm failed helps reduce the size of this list. This knowledge may
come from noting that all cells of an intended arm from its base through some cell

C properly transmitted their shift-register B; the cell touched by the branch arm
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touched cell C or the cell to the tip side of celi C.

Asgum‘e‘cell A tried to touch cell B, and the subsequent test failed. The
Array Programmer might suspect a branch cell if not even stt-’rqﬁster B of cell A
((1 3) above) outputs properly during the test. A neighboring ceil C, part of a
branch arm, may have touched cell A immedistely after the simultaneous loading of
cells A and C, thereby displacing arm A’s tip to cell A. Celi A would then be Ioaded
with information intended for cell B (see figure 3.21). |

When the Array Programmer suspects a test failure occurred because
of a branch cell, it retracts the intended arm: The Array Proﬁramer then regrows
the arm through cell A, and tries to terminate the arm with a loop at cell C, the
possible branch celt closest to the form& intended arm's tip. This new arm is
tested. An unsuccessful test suggests that the potential branch arm’s base, cell C,
was the branch Ws base; cell A, the branch celi, is marked as totally flawed. If
the test is successful, and there are other potential branch cells closer to the base
of the intended arm, these cells are tested in the same way cell A was. That is,
‘arm A is retracted and then hooked into a potential branch base cell. This process
repeats until all potential branch cells are tested, or a branch cell is found. If all
tests are successful, there was no branch cell. Testing and rebair continue as if
cell A was merely unable to include cell B in the shm-retisicr arm. In any event,
this process assures that no branch arm remains to clutter up the array. (if such
an arm-never affects intended arm growth, we don't care abbut it anywsy.)

" Note how the Incremental Retractor circuitry helps in the example
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above. It allows the intended arm to touch and load a cell that’s been part of a
branch arm. (Of course, loading must be slow enough to make negligible the
slightly different delays of C and D information traveling through arms A and B.)
Furthermore, it allows quick incremental retraction of arm A when a potential
branch cell is found to be good.

These branch location steps are illustrated in figure 3.22 for the array
of figure 3.20. Incremental retraction is used between all the stages shown.

In another type of possible branching, a branch cell transmits high
S.0UTs to more than one cell AFTER the branch cell has been loaded. This type of
branching, which is much less likely than the other, can be handled in a very similar
way.

Of course, various steps can be taken to reduce the probability of a
branch cell. Instead of one S line for selection, a cell could have a larger set of
such lines. Only the proper combination of inputs to these lines would cause a cell
to accept loading information. This approach could make chance selection, and
consequent branching, arbitrarily unlikely by sufficiently increasing the number of
selection lines. |

The Array Programmer could send to a cell loading information stating
loading-input-direction, which the cell would compare to its Select inputs to decide
whether to accept a command. This technique would also help reduce the effects
of a branch cell by reducing the ratio of valid loading commands to total loading

commands. These techniques, and others like them, would only be employed after
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Fig. 3.22 Location Of A Branch Cell
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a more thorough analysis of the probability of a branch cell for a specific cell
implemented in a specific technology.

In loading more than one shift-register arm into an array, one must
worry that a branch arm will destroy a shift-register arm that has already been
formed and tested. If this possibility is sufficiently probable, it’s a good idea to
continue testing a completed shift-register arm while a new arm is being formed.
Effects of a branch arm can then be detected and countered before extensive
damage to the completed arm machine occurs. Besides monitoriﬁg the integrity of
the completed arm, this approach helps limit the confusion caused by a branch arm.

In limiting our consideration of possible failure modes to those above,
we are encouraged by a quote frbm <Von Neumann 66>:

"The axiomatization of automata for the completely defined situation is a

very hice exercisé for one who faces the problem for the first time, Sut

everybody who has had experience with it knows that it’s only a very

preliminary stage of the problem.” . . .

"There can be no question of eliminating failures or of completely

paralyzing the effects of failures. All we can do is to try to arrange an

automaton so that in the vast majority of failures it can continue to

operate.”
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Our discussion of testing and repair shows we can achieve Von
Neumann’s goal simply and efficiently by incorporating our loading, testing, and
repair mechanisms into a cellular array. The major limitation of our discussion -
the uncertainty of an appropriate flaw model - will be reduced ‘v'vhmra particular
‘ technélogy and cell layout are considered for the shift-register array.
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Section 3.4: Production And Marketing Considerations

In previous sections we’ve considered the basic question of array
architecture, testing, and arm growth. In this section we consider less fundamental,
but important, points relating to specifics of production and marketing.

Once an arm is extended slightly into an array, the arm has many
alternate paths; the curves of figure 3.19 then apply. However, it’s critical that
the Array Programmer be able to penetrate the array via an arm base cell. |f the
Array Programmer can only access one such cell in a flawed array, there’s a
probability pflaw that that cell will be flawed, and the array will consequently be
unloadable. One way to ameliorate this situation is to fabricate an array with
Array Programmer-accessible bond pads to more than one celi - each a potential
arm base. If there are m such cells, the probability that no arm can be extended
into the array diminishes to about pflaw™ Quick tests would establish which base
cells worked. The Array Programmer would then use one or all of these cells as
base cells for testing and arm growth. The base cells shouid probably be away
from the edge of the array. One reason is that the edge is more subject to flaws.
A second reason is that there are more directions for arm growth away from the
edge. Another amelibrating solqtion would put a circuit on a slice that accepted
extra-array inputs which told it which of several cell edges to 'Iogically connect to
the slice’s leads. For instance, one "cell* would replace shift-registers A and B of
a cell by wires. This non-cellular part of a slice would be less likely to be flawed

than a cell.
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Ancther important question relates to array size. How big should an
array be? We know that all the procedures described so far work for arbitrarily
~ large arrays. We've also seen many akguments for large arrays. One constraint on

the size of arrays is manufacturing capability, which is geared toward dicing a
wafer of maximum 3" diameter into much smalier chips. The current 100% yield
approach has limited development of support machinery and techniques for the
reslization of very large ICs. However, Texas instruments did use a 3/2" diameter
slice for discretionary wiring (see <Spandorfer 68>). We've also heard that
Hughes developed 3 50-watt package for a 3" slice as part of the Navy’s All
Applications Digital Computer program; unfortunately, we haven't learned any
details about this yet. While many of TI's and Hughes’ techniques for mounting,
packaging, cooling, etc. can probably be carried over to large cellular arrays, that
process may demand considerable investment. Ho\n)e\)er. that process will
“inevitably oécur, apufrod by improvements in IC yields. We are not even closs to
a fundamental limit here.

For “%echnalogies that require power lines cﬁnnbéiting many cells,
increases in array size increase the probability of array-destroying power
problems. The probability of a power bus being open-circuited can be made very
small by making the bus wide. Layout care can lower the chance of shorts
between a power bus and a signal ling; most such shorts would probsbly not be
catastrophic anyWay. Nevertheless very large arrays should perhaps inciude

protection devices in each cell or block of cells. This circuitry could cut a shorted,
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or even overheated, cell off from its power source, before the malfunction blew
the power line’s fuse or sucked doWn the power line. The protection devices
could be a fuse, or could be semiconductor circuitry, such as common transistor-
SCR protection circuitry.

In any case, the well-defined nature of the protection circuitry’s
expected load would enable it to be very simple. Figure 3.23 schematizes a
possible layout for power lines and protection circuits.

Another power-handling approach would make a cell’s supply of power
controllable by the cell’s neighbors. For instance, any of a cell’s neighbors could
command that the cell’s power supply be switched on or off. This could save
power in an array, and reduce the danger of fauity cells, by channeling power only
to the cells in an embedded machine. Indeed a “power arm" could be "grown” in
parallel with a processing arm into an initially quiescent array of cells.

Another question relates to the size of shift-registers A and B. Having
shift-register B longer than 1 bit helps in the monitoring of arm growth; if each
shift-register B in an arm contains a known pattern of Os and 1s, the Array
Programmer can monitor the position of a faulty cell by noting the location of faulty
shift-register B output. On the other hand, a ionger shift-register B demands a
corresponding longer time to test an arm. Consequently a good length for shift-
register B is 2 bits. Shift-register A should probably be a length consistent with
maximum expected number of bits in a shift-register arm.

An array yielding a maximum shift-register arm of a certain length can
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Fig. 3.23 - Possible Layout Of Power Lines And Circuitry
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be used to provide arms shorter than that iength. This means an IC producer could
customize the same array to various customer needs. An unusually flawed array
could provide a small shift-register, and its package could be marked accordingly.
Customers could even be given an IC with a variable-length shift-register whose
length was controlled via a side-set’s loader inputs.

If function-specification state bits are nonvolatile, a shift-register arm
can be loaded into an array before it’s shipped to a customer. The customer has
the option of access to loading lines, which allow him to re-program or repair an
array.

If the function-specification state bits are volatile, there are several
customer-manufacturer interface options:

1) If a customer has a computer or other appropriate digital machine,
he has the capability for testing and programming an array. He can use
these capabilities, and a manufacturer-supplied program, on untested or
slightly tested (e.g, for functioning arm base cells) arrays.

2) The customer can receive a pre-tested array and a description of
the loading sequence required to form a specified arm in the array.
This description could be in some non-volatile form, such as read-only
memory, paper-tape, or paper. Loading an already-tested array is as
easy as loading a shift-register. Power is turned on, an S line is raised,
and [4 x (number of cells to be loaded)] bits are clocked via C and D

lines into the array.
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3) A communication link, terminated by logic-interface machines on
each end, could connect the manufacturer and customer. (The link might
be a phona line or cable) This link could be used for loading, and even
testing and repairing, of a customer’s machine by s manufacturer’s or
sys-tefn house’s computer.

4) An array requiring very low power (such as a CMOS afny) could
be shipped around with a battery-supply. |
in any event, a volatile array must be backed up, either by a machine
" capable of re-toading or by a power-supply insuring preservation of the function
state of the array.

It’s obvious that the techniques we've described for the shift-register
arm machine apply to any arm machine. Arm machine realizations are appropriate
to many machines which are realized as a chain of modules, with each module
communicating with at most two other modules, and only the modules at the end of
the chain directly connected to the machine’s inputs and outputs. Many one-
dimensional cetiular arrays have this charaéteristic, $0 they coul& be appropriately
realized as arm machines in a ﬂawed checkerboard array. The techniques for arm
machines easily generalize to the high-relcon and tree machines discussed in the

next two chapters.
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CHAPTER 4: HIGH-RELCON MACHINES

Section 4.0: Introduction

This chapter discusses arrays embedding high-relcon machines. High-
relcon machines have fewer restrictions on communication between their essential
cells than arm and tree machines. In an arm machine, no cell may have more than
two essential neighbors. In a tree machine, only one cell may actively output
information at a given time. All the essential cells in a high-reléon machine may
have four neighbors, and all essential cells may be actively communicating different
information at the same time. High-relcon machines may therefore have speed and
flexibility advantages. However, high-relcon machines are harder to test and
repair because a cell may have up to four essential neighbors, and because
essential neighbors in one high-relcon machine must be essential neighbors in all
equivalent embedded machines. Powerful mechanisms - the loader, and balanced
processing transmission states - allow test and repair of arrays embedding high-
relcon machines. The description of a machine as an essential network facilitates
repair by abstractly describing the machine in a repair-oriented way.

High-relcon machines are conducive to a sequence in which the array is
tested, a plan for repairing the array is developed, and the array is repaired
through proper loading of good cells. This contrasts to the interwoven processes
of testing and repair appropriate to. arm and tree machines. However, this

chapter’s methods still use a loading arm for loading oqlls during testing and
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subsequent rqur of an array. Transmission links form test links for testing an
arrgy. These same transmission links mey wire together essential neighbors in o
machine embedded in a flawed array. We detail the test and repeir procedures
that use these function ststes. Experiments with repair procedures we've written
help us compare repair difficuities for arm and high-reicon machines, and suggest
 ways to improve our repsir procedures. |

Appiication areas most appropriate to high-relcon machines are
considered. We prosent a simple cell, General, which enables realization of the
benefits of high-reicon machines. Genersl may be ubed to reslize highly parallel,
arbitrary sequential machines, within limits set only by the size of a General array,
its number of input-output leads, and the spéeéd of its components. General
embodies themoeha!im ‘we use to test, load, and ropﬁrtﬂw&con machines. A
General array may-smbed a universal computerconstructor-repairer that uses the
test and repeir procedures we describe. General’s loading mechanism may be
controlied by an extra-afray Atray Progt‘ammer ‘Moreover, a machine embedded
in a General srray may be an Array Programmer; it can cou‘iir'ol’ the loading
mechanism of cells in Hs environment via  function state that transmits processing
i-nputs‘ to one ‘side’s 1oader outputs. This ensbies a machine embedded in a
General array to test, manipulate, and repair its ceflular environment.

For specificity, we begin by detsiling the Genersl cell. Then we
consider a general testing and repair approach for embedding high-reicon machines,
and compare this approach to the one 'usad for arm machines. We discuss
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realization issues peculiar to high-relcon machines. A comparison of the properties
of high-relcon machines to the properties of arm, tree, and non-array machines

reveals applications most suited to high-relcon arrays.
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Section 4.1 The General Cell

The General cell is amenable to realization of highly parallel sequential
machines. This cell incorporates the mechanisme essentisl to our testing and repair
approaches for high-relcon machines. Function states for processing, transmission,
and memorization of information allow realization of an arbitrary sequential machine
in the processing layer of an arbitrarily large checkerboard array. A Control
function stafe that transmits processing inputs as loading outputs enables an
embedded high-relcon machine to load cells in its environment. Such a machine
may control a loading arm and four test links to test, program, and repair its
cellular environment. Two or more such machines may monitor and repeir each |
other. |

Figure 4.1 gives symbols for the General cell’s function states. Like the
cells of the last chapter, each General cell only communicates directly with its
neighbors. or the extra-array world. There are no signal busses extending through
a General array. We've discussed the testing and repair advantages of this type
of cellular design. The loaders of the Shift-register and Geners! cells are identical.
except that processing inputs can control loading outputs when a General cell is in
ihe Control function state. Each of a cell’s four sides has S, L, and D Ioadcr inputs
and outputs (as in figure 3.5), and a Processing input and output. Like the Shift-
register cell, the General cell incorporates all the loader’s options. The shift-
register loaded by a loading arm has four function-specification state bits - F M, FO,
F1l,and F2 - and tbree loader state bits - LOO, LO1, and LSTA. This shift-register
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Fig. 4.1 General's Function States
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is reset when power is turned on. In all but one function state, only loader inputs
affect loader outputs. However, in the Control state each Processing input froh
one of three sides affects a different loader output at the right side: P.UIN =
S.R.OUT, P.LIN = C.R.OUT, and P.D.IN = D.R.OUT. This state allows a michine,
‘embedded in an array as a collection of function states, to re-program its cellular
environment by appropriate pro&essing signals transferred to some cell’s loader
outputs. | |

The Cross, L-turn, R-turn, and U-turn states are tjpes of balanced, non-
branchiﬁg transmission states. Cross is a crossover; the others are bends. We'll
see that Cross, L-turn, and R-turn are very useful for testing and fault-avoidance;
note their similarity to the shift-register ceil’s non-tip states (see figure 3.12).
- Cross, L-turn, and R-turn may combine to form a tranemission link arm that snakes
through an array. Such a link may act as a two-way wire bus, or simply as a wire
carrying information in one direction. U-turn is useful in testing; note its similarity
to the shift-register cell’s tip states. |

State (- 1 0 0) is a memory state. In this state, FM is not used in its
customary fUnction—specification state bit»'role; instead it’s a processing layer
P.RIN-selectable D flip-fiop. A Reset input for this ﬂip'-flob is not provided, but
this function is easily simulated by proper manipulation of P.RIN and P.DIN. This
memory state is very convenient for reslization of registers, addressable read-
writ_e memories, and other common memory modules.

The states associated with F2 = 1 allow convenient realization of a
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Fig. 4.2 A Function Performed In Different Orientations
(first of 2 pages)

Function F: out=(a + c)(a + D) (b + ©)
Some busses between opposite sides are not shown.
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Fig. 4.2 A Function Performed In Different Orientations
(second of 2 pages)

Function F: out=(a + c)(a + B) (b + <)

C) A rotated version of Array A, aided by U-turns,
performs F with its inputs and outputs above.
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combinational logic function expressed, for instance, as a minimum product of sums
or sum of products. Figure 4.2 shows that these states function and combine very
much like the states in programmable Iogic arrays. These General states, coupled
with U-turn, were designed to eliminate the severe waste of cells that often
results from cell designs that only operate on signals coming from a given,
‘preferred direction. Those designs demand the use of many cells to turn an input
signal into an appropriate orientation. Figure 4.2 presents sample realizations of a
logic function, and indicates the ease with which General arrays operate on signals
to or from various directions. This is particularly important for functions with many
input-output lines.

The fact that digital machines usually require extensive signal-routing
explains the cell’s emphasis on bussing signals from one side to an opposite side.
This allows a cell to perform bussing operations at some output while
simultaneously performing a branch, combinational logic, or memory function at
another output.

It’s easy to see that arbitrarily large, properly programmed General
arrays can perform any time-independent, effectively computable computation. It’s
been demonstrated that today’s general-purpose computers can perform such a
computation if their memory capacity is unlimited (see <Minsky 67>). Like <Banks
71>, we therefore need only show the ability to réalize an extensible general-
purpose computer in the General array. The ability to realize a general-purpose

computer comes from the avéilability of its basic components - Nand gates, wires,
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and memory elements. Extensibility comes from the Control state and loading
mechanism. An array-embedded computerkean be constructed to control the
processing inputs, and consequently the right side’s loader outputs, of a Control
cell on a right side of the computer's periphery. We've soen that uppfcpriate

loader signals to an arbitrarily cell slow the wowth of a loading arm to an

arbitrary cell in a perfect array. The array-enbedde computcr can conuqtmﬂy
send signals to increase Its memory ss nesded.

Since such a machine has a moveable construction arm, it can construct
arbitrary digital machines in an arbitrarily large ar’ra'y." For instance, it can
construct a copy of itself. It is therefore aiso a universel constructor.

" We'll see that, for array faults of a certain auumed nature, an Array
Programmer can test an array and embed a perfect machme in a flawed array.
Since the Array Programmer can be reslized in a ﬂavnd srray, the General cell -
a!lows universal repair for faults of an assumed nature.

Thus the General array can support a universal cor'nputér-comtructor—
repairer.

General is universal, but simple. A processing mechanism’s complexity
results in advantages and disadvantages whose importmcedeponds on the cell’s
use. The need for a low proportion of fiawed cells in an array embadding high-
relcon machines currently requires that only simple cells bev fabricated on a slice
containing many cells. Bamc, universal cells allow an embedded machine’s designer

to exploit the pardtehsm ina given algorithm. Tasﬁng. repair, and dgnd-routing
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require cells to assume transmission states; using a very complicated cell in such
a simple state wastes most of its complicated mechanism. On the other hand, a
simpler cell has a smaller ratio of processing circuitry to loading circuitry; the
simpler cell suffers from a higher associated overhead when the loading circuitry is
quiescent, When a cell’s simplicity requires more cells for a given machine, the
function-selection in each cell slows the machine.

One combonent of a cell’s complexity is its number of processing lines.
If a cell has many processing lines in a side-set, routing each of the lines to or
from a different part of an array requires many cells to break the lines from the
side-set’s bundle of lines. Furthermore, unless independence of different parts of
cell’s processing mechanism is assumed, test time per cell rises exponentially
with its number of processing inputs.

An array designer considers these general considerations and specific
design goals when designing a high-relcon array.

General’s processing mechanism is one consistent with efficient
.implementation of our testing, repair, and computation goals. The Cross, L-turn, R-
turn, and U-turn states are important components of test arms and transmission
links in testing and repair. Although General cells perfqrm wiring operations in
many states, signal-routing is so important that expandingyGenera)’s signal-routing
capabilities might be worthwhile. Some variation of the Control state is necessary
for realization of our goal of array-embedded array manipulators. The sequential

machines we envision for General would use enough memory to support a memory
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state; con#imction of memory elements from gates would require a greater
proportion of cells in an array than is justified by the resultant simplification of a
cell. Indeed, actual applications might argue for more memory elements in a cell
~ andfor more memory-oriented function states. It's true that cells with (F1 F2) -
(O 1) are rotated vérsions of cells with (F1 F2) = (1 1), and that cell states can be
eliminated by clever use of the (0 1 0 1) cell. Again, these cell simplifications
would probably resﬁit in disproportionate numbers of cells for most applications.

We briefly digress to give a little information about a femiliar mechine, a
miniprocessor, unique only because we designed it as a machine embedded in a
Gena’ra! array, end because a special feature ‘anows it to test and repair its
cellular environment. This miniprocessor could be the processor of a universal
computer-constructor-repairer. This digression is intended to give some specific
information about our cellular realization of a machine like one many readers are
familiar with; those who aren’t will not lose continuity by jumping to the next
section. We don’t think the General cell is particularly suited to realization of
conventional processors, because processors are already mass-produced ICs.
However, we do want to demonstrate the General cell’s power. Furthermore, this
design gives some insight into the number of celis of various types needed to
implement a somewhat familiar machine.

The miniprocessor we designed is a 16-bit paraliel, synchronous, single~
sequence machine with conventional A-B-C bus structure. Figure 4.3 gives a map

of the miniprocessor. The machine has 66 extra-array lines: 1 clock, 1 interrupt,
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Fig. 4.3 Map Of Miniprocessor-Tester-Repairer
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8 data inputs, 8 data outputs, 15 memory address, 1 "write memory”, 16 memory
data inputs, and.16 memory date output lines. The machine aiso has four test
links, and one loader arm for testing and repair; we discuss use of these easily
| implemented features in later sections. The machine’s main sections are a Timing |
and Control section, a Memory Interface section, and an Arithmetic-Logic
Unit/Registers section. Both the Memory Interface and ALU/Registers sections
have 16 similar modules, one for each bit-slice. The Memory Interface Section
contains the 14-bit instruction register, and many transmission links. The
ALU/Registers section contains six large (15 or 16-bit) 4ragisten; these are the
Accumulator, Program Counter, Instruction, Subroutine Return, interrupt Return, and
Input-Output/Test & Load registers. This section’s 16 blocks are identical, except
that the block intaffacing with the Timing and Control Section is slightly different.
The miniprocessor has fairly conventional arithmetic, logical, subroutine, interrupt,
and input-output capabilities. Instructions are processed in a conventional, single- '
sequence way.

We ‘specified this machine as one embedded in a perfect, rectangular
General array wﬁh about 9,000 cells. Its non-writing indirect memory feference
instruction takes three cycles, with about 700 celi-delays for each cycie. Since |
most cells introduce about one gato-delay,’a cycle takes about seven microseconds
fokr a technology with a gate-delsy of 10 nanoseconds. Each rectangular
ALU/Register slice gives an example of a mix of cell types; each has 18 unused

cells, 147 transmission cells, 53 combinational logic cells, and 6 memory cells. Each
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bit-slice has 88 essential cells: 53 combinational logic cells, 6 memory cells, 16 U-
turns, and 13 branches. There are 118 non-branching transmission cells used as
wires. Other parts of our processor-ta;ter:-repdror had an even higher ratio of
wire cells to essential cells. This emphasizes the importance of good signal-routing
capabilities in high-relcon arrays.

Testing and repair techniques using the Goneral cgll depend only on the
loader and processing transmission ‘statgs, so the t‘est_lng and repair approach for
General can be_ applied to other high-relcon arrays with loader and prqcouing

transmission capabilities anslogous to General's.
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Section 4.2: introduction To Testing, Construction, And Repair

Testing, configuration, and repair for high-reicon machines is similar to
those processes for balanced arm machines, although there are important
differences. The chief differences are that high-relcon machines are not conducive
to the interwoven processes of test and repair; and test and repair are more
difficult and less efficient for high-relcon machines. We éonsider an approach
applicable to any high-relcon chcckerboérd array with ‘our loading arm and
transmission link facilities. We mention how a Control state like General’s may be
tested, but this state is not essentisl to our testing and f@r approach.

in ~considéring embedding an arm in an array, we ﬁade certain
reasonable assumptions concerning failure modes of the arréy. Thén the
interwoven processes of testing and repair were considered. These processes
occurred by the gradual snaking of an arm into an array. A cell was tested only
insofar as necessary to establish its successful incorporation intova desired arm;
this usually meant a cell wasn’t tested in all of its states. Testing of a new arm-
tip cell required using a partially tested cell, but this presented no difficuity.

In considering embedding high-relcon machines, we make assumptions
very close to those made in the last chapter. However,hmost high-reicon machines
are poorly suited to gradual growth and testing for two main reasons: |

1) In growing an arm, the number of relevant extra-array processing
inputs and outputs remains fixed. However, high-relcon machines

usually have a variable, sometimes large number of relevant side-sets
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as they’re grown. Most generally, this requires test. a&m linking a test
machine to the relevant side-sets at a partially grown machine’s
periphery. This requires an A\rray' Programmer to have a variable and
often large Mber of test arms and associated links.  We’d much prefer
to Have a low, fixed number of such links. Consequently, we test cells
individually, relying on independence assumptions about cells’ behavior.

2) Embedding an arm in a flawed array can be done efficiently by
gradual growth of the arm, followed by local jogging of the. arm to
include clumps of good cells. High-relcon machines benefit greatly from
a global repair approach that begins with a description of all the flaws
in an array. This means that repair efticiency is improved by separation
of the toét and repair procedures.

These considerations explain why the test and rppiir processes for
high-relcon machines are segmented into a series of several distinct procedures.
| First the Array Programmer’s Test procedure tests ‘an array, noting the
location of faulty cells. This testing is independent of the sssential machine that is
eventuslly embedded in the array, so Test’s results are valid unti}_an array
develops a new flaw. o

A Repair procedure determines how. to embed a perfect machine in the
faulty array. Repair accepts a flaw patt_e,m description of a flawed array from
Test. Repair also accebts an esscnﬁal network model of the. desired essential
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machine. Repair's output is a description of the repsired arrey that places each of
an array’s cells into one of the following four categories:

1) The cell is flawed.

| 2) The cell is an essential cell.

3) The cell may assume an arbitrary non-Control function state. None of

its outputs is retevant to the embeddéd machine's output.

4) The cdl isina CrosQ. L-turn, or U‘tﬂmtransmission state. The cell

is part of one or more wires assoie_ldtéd with relevant inputs and

outputs of essential cells.

The Construct procedure constructs a perfect machine in a flawed array.
Construct modifies Repair’s dutpuf by mepping each of an essential machine’s
essential cell states into a properly located essential cell. Repair has arranged
that essential celis be wired together ih tHe proper way. Construct accepts from
Test a model of the flawed array stating which side-sets may definitely be used
for loading. Test develops this model as it tests an srray. Every cell that Test
finds to be good has some side-set that can be used for l’bbding the cell.
Construct only activates the side-sets specified by Test as it exteﬁds a loading
arm into an array.‘" Construct’s loading arm may touch any good cell, but it always
touches and loads essential celis (category 2) and wire cells (category 4). When
Construct completes its loading task, a perfect machine is aﬁbﬂded in the array.
The embedded machine is ready fér further test or use.

Our high-relcon repair procedure assumes that the length of wires
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between essential cells is irrelevant to the proper functioning of an embedded
machine. Possible techniques for assuring the validity of this assumption are

suggested at the end of this chapter.
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‘Section 4.3: Testing

Testing an array embedding a high-relcon machine involves the one-by-
one testing of the ceils in that array via test links between the tested cell and an
Array Programmer. This procedure is relatively difficult, compared to testing of an
array embedding an arm, because Test doesn’t know how Repair will map a perfect
machine into the faulty array. This implies that most cells rhust be tested in all
their function states. Because all of a cell’s accessible processing inputs and
outputs may affect an embedded machine’s output, Test must vary the accessible
processing inputs to the cell, and monitor the accessible processing outputs.
Consequently testing a cell usually involvei linking each accessible side-set with
the Array Programmer via a test link. Figure 4.4 shows that the processing
transmission states are ideally suited for this task.

Test rﬁakes the assumptions listed below. Each assumption is analogous
to the correspon&i‘ng assumption made for shift-register cells.

1) Goéd cell’s are only loaded under Test’s control, or because of a

branch cell, and not by signals caused by faulty cells.

| 2) A cell’s performance depends only on that cell’s mechanism, state,
| and input signals.

3) A successfully tested cell does not develop a fault before the

Construct brocess is o\lrer.

4) A cell’s‘ processing outputs don’t depend on its loader state; and,

unless the function state is the Control state, loader performance
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Fig. 4.4 Test Links To Processing Lines Of Tested Cell
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doesn’t depend on the function state. This non-essential, reasonable
independence assumption sllows a reduction in testing time. Test need

not, for instance, test a function state for all loader states.

In considering testing, we first focus on the test stages that occur when
all tests are passed. We then address implications of test failures, and possible
flaw models. The modelling question Is pursued in the subsequent description of
Repair.

Testing a‘ cell requires explicit_ tests qf its permissible function states, |
and concurrent implicit tests of its loader. Tests of a typical cell involve two
types of communication between the Array Programmer and the celis at the test
site. Test links connect the Array Programmer to the processing inputs and
outputs at the test site, as in figure 4.4. The test links are composed only of cells
in the Cross, L-turn, or R-turn transmission states. The Array Programmer
requires one test link to each accessible side-set. The Array Prograhmer
communicates to a iested cell through signals to and from the base of each test
link. Besides the test links, a loading arm extending to the tested region links the
Array Programmer with loader inputs. This arm may pass through cells that are
also in a test link, or even through the tested cell. (HoWevar, the Array
Programmer should not relay high processing signals down a test link connected to
the up, left, or down side-set of a cell being loaded, and temporarily in the Control

function state.) The Array Programmer may change the state of cells, such as the
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tested cell, either by sending signals into the base of the loading arm, or by
sending processing signals down three test links that converge on a Control cell.

Testing a cell’s non-Control function states involves cycling it through
those function states the cell may assume in an embedded machine. For each such
state, appropriate stimulus signals, and responses to these signals, flow through‘
the test links. We’'ll see that Repair always specifies that a good cell adjacent to
a hopelessly flawed cell assume a Cross, L-turn, or R-turn state; this is an
example 6f the tested function states being a subset of the set of all non-Control
function states. In this case, only some of the tested cell’s side-sets are
accessible. A functional test of a non-Control, non-Memory function state involves
at most 2% = 16 input combinations. Fewer input combinations may be appropriate
if some side-sets are inaccessible, or if independence of certain outputs and
certain inputs is validly assumed. For instance, the left Processing input might be
experimentally found to never affect the right Processing output in the U-turn
state, even for a faulty cell; this would allow simplified testing of the U-turn
state.

Testing a cell’s response time in a given state is possible, if the Array
Programmer can accurately time a test link’s output response to an input.
Differential techniques then allow the calculation of the delay associated with each
test link. Additional delay comes from delay through the tested cell.
Unfortunately, accurate timing requires time resolution of less than one gate-delay,

which is difficult to achieve.
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| if the: Array Programmer knows the d;lay through each test link, test
time fbr a given function state depends on how quickly the Array Programmer can
change the input- tnj_a test link. This is limited by the Array Programmer’s speed or
the bandwidth of a cell. Any inaccuracy in the estimate of the delay throujh a link
may also limit test speed by effectively reducing the bendwidth of the link.

In testing a Control function state, test links connect the Array
Programmer to all four of the side-sets of the cell in the Control state. First the
Array Programmer \kerifies that the right side-set’s test link is not a test arm, by
ascertaining that_- a signal into the base of the test link doesn’t return to the base
after an appropriate delay. Then signals into the up, left, and down processing
inputs command- the tested cell to load the cell to its right into a U-turn state.
The Array Programmer again tests the right tegt link. If it’s now a test arm, the
Control state is good; otherwise the Control state is bad.

Tesfing a cell’s loading mechanism is implicit in the tests of the cell’s
permissible functi@ states. If a cell fails its function tests, Construct doesn’t try
to load it. If a cell passes its function tests, a loading arm has successfully loaded
'tho cell and retracted froh; the cell. Therefore Construct’s loading arm can also
load the cell from some side-set. Test keeps a map of which side~sets tho loader
uses to successfully activate and de-activate working cells. Construct uses this
map to determine the path of its loading arm.

After a cell has been tested, test links must bo moved to a new test

site, if there is any remaining. The new test site is ususily a cell adjacent to the
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last tested cell. Thus only the tip ends of the loading arm and test links need be
moved. This is fairly simple, since a loading tip is at the test site. Each test link
is gradually extended as part of a test arm, just as arms were extended in chapter
3. After each incremental extension, all links are tested to assure growth is
proceeding satisfaf:torally. Since a test arm only incorporates cells in transmission
states, faulty cells are discovered and avoided as in chapter 3. This gradual
extension is particularly appropriate in an array with a high fault density. in an
array with a very low fault density, the speedup from non-gradual growth could
offset the slowdown from a faulty cell’s confusion factor.

The process of moving the test site terminates with each of the new
test cell’s accessible side-sets connected to a test link. The new test cell, in the
U-turn state, is the tip of one or more test arms. The test process is repeated
for this cell.

in the last chapter we noted that failure after an incremental arm
extension could mean several things. For instance, the new tip cell might be
hopelessly flawed, or it might just be incapable of receivit;ng information from the
indicated direction. We noted that various flaw models might be appropriate,
depending on the cell layout and the sophistication of the Array Programmer.

This modelling difficulty again rises with the high-relcon array. Growth
of test links is analogous to growth of shift-register arms, so the same comments
apply. A similar difficulty arises when a cell is in the process of being fully tested.

The cell may produce nonsense in all states; modelling that cell as hopelessly
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flawed is then definitely sppropriate. However, it may siso happen that an output
~ value is only wrong when It's a function of ‘a perticilar‘input coming from & cell
otherwise considered good: - Modelliig o sidesset, ‘or sven & particular Thgut or
output, as unusesbie might be valid. Choice’ ohopﬂﬁiaﬂon fevel in' the Repair
procedure’s trestment of slightty flawed cells' depeids on’ whether the
sophistication is worth the computationsl cost. i G discisssion of Repair, we

~ assume an array may be modelled by a flaw pa
* represented by eA X
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Section 4.4: Repair

_ machine in a flawed array. Test passes Repair a fiaw pattern description of the

The Repair procedure determine:

flawed array. Most generally, Repair may embed the largest grid machine_it can.

Construct_ may @hgnﬂcons,trw;tr in_the ﬂawgg array. any machine with an amntial

i ‘ ﬂrst. - Most

Zég\ RSN

network that fits into thns largest grid. We consider grid- i
| actual embedded machines have es»ntid cells, wm) jm;hvunt mdc-uh. their
ossentisl networks are grids with squares end ljoks. missing. . The most genersl

_ Repair method is then less efficient than a method.which nolices an incomplete

grid.We eventually consider such a less general, mare, efficient Repair procedure.
 lts main drawback comes when a new maching must be smpedded in the. flawed
 array, if the new machine's essentil network It a subnatwark of the. originel

_essential network, new repair of the array is necessary. Rapair derides bow to
Iocate and wire together good usmttdcdhmmwy

od cells-in transmission
states as ercs,&ﬂ embed @ perfact machine in ., aray, This. allows
_Construct to associate the proper function. state with. each.essential cell, and to
The Repair procedures that we have written sssume the simples} fault
_ model: a cell is either good or hopelessly flawed. mlmvm\m assumption is

an cells

 wire together essential cells with transmission, states dictate

most questionable, because of its harshness, when, T

A and B is impsssable.. This candition can be safely madelled,by.
cell A or cell B is hopelessly flawed. Repair knows that an untiawed cell should
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not allow a faulty ceil’s ouput to affect an embedded machine’s output. Thus no
output-affecting signal will be transmitted scross the faulty side. In all other cases
, m&, iPs modetiod ‘#s°a pelessiy flawed

Coneider two ‘checkerboard arrays with the nmo distribution of good
“and bad ceﬂi, and camoquent!y the oafm ‘Taw pottom Tho first lrny is for

embeddngawmm,wm.m;s ‘for embedding sn arm machine. Since
therearemmywomimmvﬁndﬂrouﬁ-ﬂw“mﬂﬂmduofwoﬂh-

grid’s relcon m"tworkc, the t’ohgut d arm in the second array contuim at

jod in the first array.
Embeddingamdinaﬁamdarrayinvoivuudngmnodcdhwdyulinks
between essentisl naighbors. “Cells in the corresponding b&dtion in the second
“ array can'be used as atm cells; becauss cells in links have relcon as ‘high as cells
" in‘arms. Thus optimum repair-efficiency for the arm ackinG 1o
optitum repair effictency for the grid machine, giveh the éime fiaw pattern.

How do the optimum efficiencies’ compare? Anéwering this qusstion

" least as mahy'ciiiﬁt?"af"cdls' as the largest grid embedd

is at least as high as

from a non-expérimentsl, purely”mathematical perspective tppesrs very difficult.
“stficioncy, given a particulsr
flaw pattern, appears impossible for most cases. AN expression for average

efficiency, averaged over sif flaw: distributions for a giviin number of flawed cells

An analytic, tractable expression for optimum reget

in an array of a certain size, also appears itﬂb&iiﬁb&d“%f both arms and grids.
Although one might find éome Tower bounds ‘for repali-etticiency, It's fikely tRat the
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bounds would not be close enough to the optimum to be practically interesting.
Furthermore, one would still have little knowledge of the difficulty of attaining or
surpassing a lower bound in an actual Repair procedure.

Consequently, our approach has been to write promising repair
procedures, observe their behavior, and use our observations to suggest
improvements in the procedures. Some of these suggestions are implemented, and
the process repeats.

Many actual essential machines contain a mixture of low-relcon and
high-relcon essential cells. Figure 4.5 gives the relcon network for our embedding
of one bit-slice of the ALU/register section of our processor-tester-repairer in a
perfect array. The upper-right region of the bit-slice has many high-relcon
essential cells, and has few links to nodes outside the region. On _the other hand,
the bit-slice has many relcon-2 chains, balanced arms, and even reicon-0 cells.
Many relcon-2 and relcon-4 cells are used as a wire or crossover.

In embedding the bit-slice in a flawed array, we couid approximate its
essential network by a grid. Adding constraints to Repair in this way would have
three major effects:

l)} It would simplify the description of the slice’s essential network.

2) It would make Repair’s resuits valid for ‘any machine that fit into a
perfect 7 x 32 array.

4) It would diminish Repair’s efficiency.

In this section, we first consider grid-embedding - the most difficult, general repair
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In the rectangular bit-slice there are 224 total cells: 18 reicon-0 cells, 16

relcon-1 cells, 78 reicon-2 cells, 28 relcon-3 cells, snd 84 relcon-4.calle. The

bit-slice’s relcon network represents a compact embedding of a machine with 88

essential cells: 53 combinational logic cells,.6 memary cells, 16 U-turn cells, and

13 branch cells. T18 of the relcon-2 ‘arid reicon-4 cells are non-branching

transmission cells, which are used as wires. g Qgég'rﬁprmtntor.
“eells.

“repuirer had an éven higher tatic 'uf Wire Ceils t6 sbsen
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in a checkerboard array. We compare; g 1o sep-embedding. We

AR s TR

then suggest an approach which improves embedding ef .‘,,Yg‘f;h%ﬂﬁﬂc‘hl missing
links between nodes in a high-relcon machipe's essential network This type of
I's usually difficult to optimally embed-a grid in & flawed array. If the
use thers are. few reassnable
-ways to interconnaect good cells to form.a large grid As.the numbaer of flaws in
the arrey increases, the number of reasonable ways to:form g large grid explodes.
Repair cannot consider all possible. embeddings;. this would teke.too .much
computation. The cbvious, simple rapair methode wa'ys. splied 1o thase. arrays

- don’t work well. Eventually there are sa many flaws.in.an array that the

embedding problem is easy, because, ii's obvious that:no. grid.can be embedded in

spproach.is the mast fessible for mos}.

array has very few flaws, Grtd Repair is w

the array.

We focus on the most difficuit grid-embegding flaw-segion. - We present
a reasonable approach which ig: considerebly mare. sophisticated. than_the only

similar_approach we’va seen, which is Kukreja’s repajr.of. cutpoint-connected
arrays. v . |
The nucleus of Grid Repair is & Tutst Repatr prasagurs. . This progedure,
which we’ll detail, is very efficient a,t%grgbg#djg*.,mq;f.in, moderately large
}ectangular arrays of flawed cells. Another procedu

8, Blackoff, accepts as inputs:
1) an essential network for a machine embedded in a perfect array.
This network is described as interconnected rectanguier grids.
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2) » flaw pattern for o fawsd array, whéte dech céll s either perfect
We temporarily assume that Repsir nsed not cénsider the location of a
flawed array’s input -outpiit lines; we sssuihe théss “ire sttachad after sn array is

repaired. We'l see that ‘Biockoft is eavity motifted to- Coinider the location of

© ¢ input-output Nnes. Bickol partitions the fllwed array irito Factanguise’ Blocks

~ separated by interconnection strips; esch black i# Intended to Hold- s grid.

 Blockoff then deke Twist Repsic to determine Tow-to it & priger-sized grid into

~ each of the blocks. If Twivt'Repeir cadnot perforn iti tuek for ‘one of the blocks,

" Blockoft feils. Otierwise Blockoft decides whether It caniriterconnect the proper

* grid links extending:from each block. If It scessds, Biockoff passes the Fésulting

description of the mum srrey to Comitruct: - If Mockoff tan't intérconnect the

grids, it asks Twist Repair for an siternate embedding for at least one block. In

re-repairing any block, Twist Repair continues its répair-attempts from the point of
its last success. - The process iterstes; untif Bockof! sucteeds or Talls.

~ Repair is oriented toward rectangUiar bldcks for severst reasons. First,

this is the most natursl, tractable structure in a checkerboard arrsy. Second, the

General cell iv suited to rectengular machines. Finally, sty checkerboard machine

can be viewed as 8 composite of rectangles of varicus sizes.
We first detall Twist Repair, and then Blockoff. We examine their

response to actusi embedding problems, compars their performance to Arm Repair,
and note their limitetions. We aivo suggust resscrisbfe éxtensions of the Repeir
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procedures we’ve written.

The simplest, most obvious way to embed a grid in a flawed array only
uses a cell as an essential node in the grid if the cell’s row and column contain no
flawed cells. A good cell in a flawed line - a row or column - enters the Cross
state, so it interconnects essential neighbors. We’ll call this repair technique
Simple Repatr. Simple repair of checkerboard arrays is analogous to Kukreja’s
repair of cutpoint-connected arrays.

Note that Simple Repair is the best possible grid-embedding repair
when an array has few flawed cells. if an array has only one flawed cell, an
embedded grid must have at least one less row and one less column than the
flawed array; the flawed cell’s row and column are bottlenecks.

Unfortunately, this Simple Repair is very inefficient as the number of
flaws in an array incfeases. For such an array, we’d like an approach that is able
to twist a grid’s lines through an array, so that some cells in flawed lines can still
be used as essential cells. The L-turn and R-turn, cooperating with the Cross, are
ideal for this purpose. Because of the way repaired blocks must interface, we
assume a grid’s lines must extend from one side of a block to its opposite side.

The Twist Repair approach, which includes Simple Repair, uses
horizontal and vertical adjustment ltnes extending completely through a flawed array
(see figure 4.6). Any flaw on an adjustment line must be at the junction of a
horizontal and vertical adjustment line. Adjustment lines break the array into boxes

- rectangular regions of cells. At most one flawed cell is allowed in each box. If a
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Fig. 46 Flawed 15x20 Array Twist-Repaired Into A Perfect 10x14 Array

e TIXE o
N A
N\t $XE 122Xt N\t « Adjustment Line
. 3 1 X ot ~ .
X
IK. XL. .\l%: (J
. X ¢ Xo « Adjustment Line
b e ool >-< 'ﬁr'“
: + \:\| - ‘:{ ) 4

Explanation:

The relcon network above indicates the states of good celis and flawed
cells in a grid-repaired array. Flawed calls are indicated by an X. Good, unused
celis in an arbitrary state are indicated by ‘». Good celis that are essential cells in
the grid are indicated by +. Other cells are uud to interconnect essential grid
cells. The L-turn state is indicated by &, \' “or &, depending on the context.
Similarly, the R-turn state is indicated by 4, %, or *%; and the Cross state is

indicated by - or ¥. Note that jogging a wire requires the‘use of at least two L-
turn or R-turn states.
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line of boxes is free of faults, adjacent boxes in the line interconnect across
adjustment lines via Cross cells. If a box is in a row (or column) of boxes, some of
which contain flawed cells, one row of the box is not used for essential cells. If
the box contains a flaw, the flaw’s row is the row with no essential cells; all
unflawed cells in that row of the box assume the Cross state. If a box is in a row
of boxes with flaws, and the box contains no flaw, an arbitrary row may be put
into the Cross state. Thus all the boxes in a row have the same number R of rows
useable as rows of essential cells. Cross, L-turn, and R-turn states are used in
adjustment lines between boxes in a row to yield R embedded grid rows extending
through all the row’s boxes.

Several considerations make the Twist Repair spproach a reasonable
one. Because exhaustive consideration of all repair possibilities is computationally
excesssive, a reasonable, heuristic approach is necessary. Simple Repair is
inadequate for most arrays with more than a few flaws. Twist Repair recognizes
the equivalence of many specific embeddings. For instance, an adjustment line that
doesn’t include any flawed cell may occupy eny line of cells between two flawed
cells; all such lines are equivalent. Recognition of equivalence limits computational
difficulty. Furthermore, this allows Blockoff more flexibility in interconnecting
blocks repaired by Twist Repair. We found that forcing L-turn and R-turn links
onto adjustment lines results in far less repair confusion and inefficiency than less
restrained use of these states. Consider snaking an embedded grid’s row through

a flawed array of unbalanced cells, such as a General array. The only possible




PAGE 189

essential cells in the snaking path through the flawed array are those cells which
the path links to cells on the same row in the flawed array. This suggests that
jogging of the line and movement of the line in the vertical direction Md be
limited. Twist Repair often uses ail the side-sets of cells in the L-turn and R-turn
states; this efficiency helps minimimize the number of cells used as repair Iinka.
Twist Repair also attempts to place essential neighbors close to each oiher in a
flawed array. This is helpful for two reasons. First, since wires between nsantial
neighbors are useless as essential cells, it’s important to minimize the number of
cells in each wire. Second, an embedded machine’s maximum speed Is limited by
delays through wires; intended processing is only done at essential cells. Our
ultimate justification for Twist Repair is that it is better than any other mothods
 we've considered for repairing small rectangular arrays to embed grids.
The Twist Repair program’s inputs are a flaw pattern and a request for
"~ a minimum acceptable number of grid rows and columns. As in the arm
experiments, a square érray’s flaws are randomly generated. Starting with a good
guess of where to draw adjustment lines, Twist Repair considers alternative
adjustment line placements exhaustively - ignoring equivalent placements - until it
succeeds. Table 4.1 is analogous to a table given for balanced arms, showing the
best square grid Twist Repair embedded in experiments varying the number and
distribution of flaws in the square array.

Figure 4.7 shows curves based on the information in the table. The

curves show the average of %oftotal for a given %flawed, for various array sizes.




Table 4.1 Results Of Twist-Repair Grid-anbedd:nq Experiments
(1st of 2 pages) -

Key: %flaued - flaued cells as percent of all cells
cells - total cells in square array
flaws - total flawed cells in array
max-grid - the largest square grid our program embedded
Xoftotal - max-grid as percent of cells
timelim - time limit, in seconds.
time - the time the program ran
%oftimelim - time as percent of timelim

* -~ For tuo starred (or unstarred) arrays of the sane size,
one set of flau coordinates is a subset of the other.

Table: .

%flaued cells

108

- 498
625
625
625
109
108
408
409
225
225
625
625
100
188
400
4080
225
225
625
625
108
188
400
400
625
625
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flaus max-grid Xoftotal timelim

time Xoftimelim

108 1ee 188
225 180 225
488 188 480
625 180 625
324 52 625
324 52 625
64 64 160
64 64 188
225 56 488
225 56 488
121 54 225
144 64 225
196 31 625
Ansuer not found in

Ansuwer not found in
25 25 188
25 25 108

Ansuer not found in
64 16 408

Ansuer not found in
16 3 625
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Table 4.1 Resuits Of Tuist-Repair Grid-embedding Experiments
(2nd of 2 pages)

Aflawed cells flaws max-grid Xoftotal timelim time Xoftimelim

6.67 225 15 - 36 16 25 7% 33
* 6.67 225 15 36 16 225 8.7 4
8 100 8 9 9 188 = 2.2 2
x 8 100 8 9 9 188 3.5 4
8 408 32 Ansuer not found in timelim
x 8 490 32 4 1 490 368 77
8 625 58 9 1 625 486  E6S
x 8 625 5@ Ansuer not found in timelim
8.89 225 20 9 4 225 99 44
*x 8.89 225 20 16 7 225 58 26
9.6 625 - 68 4 1 625 128 21
* 9.6 625 68 1 8 . 625 136 22
Y 100 10 9 9 109 .62 1
x 10 108 18 9 9 168 4.9 -5
18 480 49 4 1 408 387 77
* 18 488 49 1 ] 400 148 37
11.11 225 25 4 2 225 - 96 43
x 11.11 225 25 ] 4 225 57 25
11.2 625 70 1 e 625 64 10
x 11.2 625 78 () 8 625 7 1
12 100 12 1 1 100 2.2 2
x 12 108 12 1 1 188 7.0 7
12 488 48 8 8 400 84 21
* 12 408 48 8 8 400 138 35
12.8 625 89 8 8 625 64 10
13.34 225 30 8 8 225 81 36
* 13.34 225 30 1 8 225 32 14
14 100 14 1 1 168 2.6 3
x 14 100 14 1 1 180 4.2 4
* 15.66 225 35 1 8 225 21 9
16 100 16 B 8 108 3.8 3
x 16 100 16 8 ) 160 4.8 4
x 17.78 225 40 e 8 22 26 12 .




Fig. 4.7 Graphs For Twist Repair Experiments

%oftotal is averaged for a given value
of Cells and %flawed. )
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The smooth, congistent nature of these curves suggests the conclusions listed

below:

1) For a given array size, %oftotal drops with increases in %flawed.
This drop tends to be greatest for small %flawed, milder as %flawed
increases, and non-existent aftgr %oftotal reaches 0.

Consider the curve of %oftotal as a function of %flawed, for a
given square array. Let E be the number of cells in a line of the array.
The first flaw introduced into the array forces %oftotal to drop from
100 to <100(E-1)%/E7, while %flawed increases from O to 100/E% Thus
the slope of the curve is 1-2E for %flawed near O. This explains why
%oftotal drops faster for larger arrays in this region.

Consider an array with several flaws. Introduction of a new
flaw may not cause a decrease in %oftotal. For instani:e, the flaw may.
fall at the intersection of two adjustment lines, or in a box where a flaw
had been assumed (to allow the box to interface with adjacent flawed
boxes, as discussed earlier). Over the set of all flaw distributions for
an array, ‘the probability that a new flaw will not ceuse a decrease in
%oftotal tends to increase with the number of flaws in the array. .At
worst, a new flaw will eliminate one row and one column of the former
repaired array. |f the former répaired array is smaller than the original
array, i.e, if the repsired array has any flaws, at worst the new flaw

decreases Yoftotal less than previous "worst ;possibla" flaws. These
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considerations help explain the fact that %oftotal drops less rapidly as
“flawed increases. | |

2) %oftotal drops faster with %flawed for larger arrays, because a
given iflawed impiies a higher percéntage of flawed lines for a larger
array.

We've already analyzed this _oithaﬁo_n fmf %flawed near 0. We
found the negativé slope of %oftotal versus %flawed was directly
proportional to a square array’s side length, E. As %flawed increases,
the particular dictributlpn of flaws influences »%o‘ﬂotalh. However, it's
easy to see why %oftotal tends tq be ;mall,er’for lerger arrays, for a
given %flawed.

Given a fixed %flawed, large m;u'ys.tqnd‘ to have a higher
~percentage of flawed lines: the mmber of flaws is proportional td thq
-area, but the number of Iim is proportional to the square root of the
area. Consider two arrays,'ohe with E=10 and one with E=100, at
“flawed = 1. For E=10, the one flaw implies %oftotal=81. For E=100,
the best possible distribution of 100 flaws puts each at one of the 100 |
nodes associated with 10 horizontal and IVO vertical adjustment lines.
%oftotal is then 81. Most other distributions require the jogging of grid
lines, and %oftotal is then usually significantly smaller than 81. One
extrem; occurs in the unlikely evgnt that all 100 ﬂ‘aws occupy the same

row or column. The array is effectively cut, so Xoftdtglso.
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A more general perspective provides a strong argument thl.:t
moves in the direction of a proof. The flaw distributions in two arrays
are equivalent if there’s a bne-to-one mapping between the flaws in the
two arrays such that thev following is true. If an arbitrary flaw in one
array has a certain relative position with rospoct. to the other flaws in
that arrav, the corresponding flaw in the second array has the same
felative position with respect to corresponding flaws in the second
arréy. If one of a flaw’s coordinates is X, then the relative position,
with respect to that coordinate, o.f a flaw whose corresponding
coordinate is Y depends on which of the five following, mutually
exclusive, collectively exhaustive statements s true: X+l<Y, X+1=Y,
X=Y, X=Y+1, X>Y+1.

Now consider' twd square arrays' with different sizes, but
equivalent flaw distributions. The first array has E rows, n flaws, and
E-F grid rows in an optimauy embedded square grid. As Aflawed has -
climbed from O to 100n/E?, %oftotal has dropped from 100 to 100(E-
F)2/E2 The second, larger array has K.E rows. Since Twist Repair
notices its equivalent flaw distribution, the sééond array’s optimum
square grid has K.E-F grid rows. Here %oftotal has climbed from O to

(K.F)? as %oftotal has dropped from 100 to 100(K.E-F)?/(K.E)2. The ratio
| of the change in %oftotal to the change in %flawed is (ZEF-Fz)/n for the

first array, and (2K.EF-F9)/n for the second array; an equivalent flaw
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| distribution is more costly in the larger array. Any flaw distribution in
an array has a corresponding, equivalent distribution in a larger array.
However, the fact that not all flaw distributions in an array have an
equivalent distribution in a smaller array preciudes simply extension 6f
our reasoning to a proof that, for larger arrays, %oftotel drops faster as
“flawed increases. It might be possible to make such a proof by
defining some sort of loosely equivalent flaw diatributidns.

3) For a given array size, %oftolal drops from 100 to O fairly smoothly
as %flawed increases from O to a number N dependent on array size and
specific flaw distribution. (For our experiments, 11.2 s N < 17.78) This
contrasts with growth of arms, where %flawed decreases graduslly and |
smoothly until it reaches a point where it plummets, usually for %flawed
approximately equal to 28. |

4) Repair efficiency is much smaller for grids than for arms.

5) For arrays with more than a few (approximately five) flaws, Twist
Repair is far superior to Simple Repair. For instance, in the unstarred
array with 625 total cells and 20 flawed cells, Twist Repair embedded a
14 X 14 square grid. Simple Repair embedded a 4 X 4 square grid for
the same array. |

6) The time to repair an array varies widely, even for a constant
array-size and Xflawed. The ratio of the time to repair an array to the
number of celis in the array tends to be higher for larger arrays. For a
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particular array, the time fpr repair is rolativ.iy low when there are
very few ﬂaWs. As flaws are introduced, repair time tends to climb
graduiliy, reach a peak, and then descend rapidly. This is because
repair time is roughly proportional to the number of non-equivalent
adjustment line placements. If an array has very few flaws, there are
few non-equivalent adjustment lines. As flaws are introduced, the
numbor of non-equivalent adjustment lines increases. Eventually an
array becomes so crowded with flaws that it’s 'difﬁcult to find an
adjustment line that doesn’t include a flaw. If an adjustment line
contains more than one flaw, several associated lines are required to
satisfy the constraint that every flaw on an adjustment line be at the
intersection of a horizontal and vertical adjustment line. This reduces

the number of non-equivalent adjustment lines for very flawed arrays.

Experiments with Twist Repair suggest a new grid-embedding strategy.
We notice that for a given %flawed, %oftotal tends to be substantially higher and
%oftimelim significantly lower for smaller arrays. This difference becomes more
significant as %flawed increases, until %flawed is so large that all grid-embedding
attempts are futile. This suggests that embedding a grid in a large array should be
done by bresk ¢ the array into blocks of optimum size, separated by
interconnection strips. Each block is repaired via Twist Repair, and its grid

outputs are connected across the interconnection strips to the gﬂd outputs of its
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neighboring blocks. In fact, experiments show that such a'procedua;e is superior to
Twist Repair for large arrays with many flaws.

A block’s optimum size is determined by a tradeoff. Decreasjng block-
size tends to increase %ototal within each block, but it also decreases the total
area devoted to blocks by increasing the number of interconnection strips. If
“flawed is 0, it's pointless to waste any cells on interconnection strips; there
should be one maximum-sized block. As %flawed increases, the optimum block-size
decreases. Assume that the overriding factor in embedding success is %oftotal in
each block. For large enough arrays, the fraction of cells used in blocks, given
each block has E cells in a line, is about (E/E+1)2 This number is 100/121 for
E=10, and 400/441 for E=20. Using the curves of figure 4.7, this indicates thgt
E=10 is superior to E=20 for %flawed greater than about 1.5, given our
assumption. This indicates how the curves and the value of (E/E+1)2 may be used
to suggest an optimum block-size for a given %flawed. Experiments With Blockoff
have confirmed that there is a fairly predictable, optimum block-size for a given
flaw density. This fact of an optimum block-size suggests improved grid-
embedding can come from breaking an array into blocks whose approximately equal
size is determined by the array’s flaw density. Then the simplest épproach assigns
identical sub-grids to all blocks of the same size. This approach is limited when
some blocks have a disproportionately high number of flaws. This situation often
arises with current IC slices, where flaws tend to cluster. Since a very flawed

block can only contain a small grid, that block is unable to link up with all the grid
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outputs of its neighboring, less flawed blocks. This limits the number of grid-rows
in its row of blocks. | |

Before considering how Grid Repair should handie blocking off an array
‘containing flaw clusters, it’s useful to examine the repair problem more generally.
It’s quite clear that a heuristic approach is necessary if Repair is to efficiently
repair arrays with many flaws. Twist Repair is time-consuming, espacl‘aily when
one wants to place a near-largest grid into a flawed array. We’d therefore like to
be able to determine a priori the feasibility of a certain rdpair, in terms of
computational difficulty and probability of success. This is particularly true if
Blockoff is used to interconnect many blocks. Assume Blockoff operates on m
blocks, and there are g, satisfactory, non-equivalent sub-grids that can be
embedded in block m. Let P be the product of g, as n varies from 1 to m. There
are P combinations of sub-grids which Blockoff may try to interconnect to form an
embedded grid. If a high percentage of these P combinations are consistent with
the desired grid, Blockoff may quickly succeed. At the other eﬁtreme, Blockoff
would spend a time proportional to P in vainly considering each of the
combinations.

Happily, Repair may use a rather simple heuristic approgch to reduce
repair time. Let F be a success function which estimates the grid-sfze that Repair
can reasonably expect to embed in a given array. Most simply, F is a function of a
square array’s size and its flaw density. F can be refined in various ways we'll

consider. For instance, an input to F could state the probability F’s estimate is not
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an over-estimate. If non-square grids and blocks are considered, F can depend on
their specified shapes. it’s reasonable to obtain F experimentally, because of the
monotonic nature of F. For instance, we’ve observed that ¥’s dutput decreases as
an array’s dimension or flaw density increases. This monotonicity enables us to
estimate F by experimentally determining some of its key values, and interpolating
to find its other values. F is Repair’s heuristic guide.

Now consider the following procedure adapted to embedding a grid
containing R rows and C columns in an array that may contain flaw—cllusters. Repair
uses F to break the flawed array into approximately equal blocks whose size
depends on the array’s dimensions and average flaw density. F suggests the block
size that is expected to yield the maximum embedded grid. Repair then considers
each line of blocks, associating with each line a number equal to the number of
lines F associates with the most flawed block in the line. Thus Repair recognizes
the difficulty of snaking a grid’s rows or columns through a cluster of faulty cells.
Repair finds the sum S of all the numbers associated with the row lines. If S < R,
embedding the specified grid will be difficult or impossible; Repair’s action
depends on whether it’s willing to spend a lot of computation on what is probably
a vain effort. (This decision can be made implicit if a success-probability
parameter, like the one we’ve discussed, is passed to F.) If S = K.R, where K is
greater than or equal to 1, Repair multiplies each row number by about 1/K; so
that all the row numbers sum to R. An analogous procedure is applied to the

columns of blocks. |f Repair decides to call Blockoff, Repair has heuristically
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determined the size of the sub-grid assigned to each block. Thus F facilitates a
heuristic for guessing whether & given rhpﬂﬂﬂm mﬁ. i ib, the’ Mmont

'(Wentamm

We'vs noted that grid-embedding is the most difficiit repair problem in

o b R B g R B SR T T R U S T et et e SRR g R R

a checkerbioard srray. The major practical importeice of s repsir procedurs -

ftmdedﬁllvammmMmdiﬂm‘ﬂme |
any machine whose essential network is a sub-network of the (rld'i hiuntlal'
network. However, ﬂ\ftwonﬁtym thoofﬁdmcy with which a non-grid
machine is’ Mhuwm Wn’vcucnmﬁvﬂnu&mcmof
| The Blockoff procedurs we've written i:pmmlmouﬂ to accept an

geared toward grid-embedding Is its 'mm " Rés

eusential network containing rectangidar sub-grids with specified wires between
adjacent sub-grtd( H’s easy to see why noticing limited communication patho
between a machine’s hgh-reicon r..m promotés éificiancy: amff opmm
drnder fawar . R

Table &2 and figures 4.8 and 4.9 summarize a series of experiments
that begins to explore how block=size and missing grid links affect embedding high-

]
3

relcon machines. Table 4.2 summarizes the daté from the experiments, and figure
4.8 and 4.9 give Biockoff-produced pictures 6f repair odd’ﬁyt. ..

The experiments all used Xflawed = 5, ‘Which figure 4.7's curves

“suggest is & region whefs block-sizs of TOXTO is better then block-size of "20&20
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Table 4.2 Experimepta With .Tbrce Dtﬂomat 3

Blockoff operated on arrays wnth 57. ﬂ&wod calls. For a given flawed
array, at most. thg?r ! pavimante wera parformed. in each
expenment was a:

vlace i2ed. square grid in each of an
array’s approximately equal-sized b?clackt ‘B

off'¢ Best result is shown for each
entry. ess otherwise: noted, Blockoff fou'ﬂ tnfiossible to achieve a better
result, given the constraints. In 10-co ke f Mocated 10 x 10 blocks for
each grid, and tried t6 goixmct 10 obe hrg,a in 10-noconnec
Blockoff allocated 10°x 10 blogk it @ erconnect the :mal
grids. 'In 20-connect, Blockaff blwks for each grid, and
interconnected block .grids | quent figures contain the

Array Experiment - Best Biocku*ff”ﬁe?q)t" i Time (sot;ondo)

16x18  1B-connect - 1 6x6 grid - 2.3
20x28 18-connect 4 4x4 grids = 8x8 o 47.8
20x20 18-noconnect 4 bxb grids . o 9.2
28x29 20-connect 1 8x8 grid . L 83.1
+ 4Bx4B 18-connect.  16.3x3 arida - m:az S 68.7
49x48 10-noconnect. 16 4x& gride - 32.2
48x40 28-connect 4 5x5 grids = 10x18 832.
* 80x80 18-connect 64 2x2 grids = 16x16 963.
80x806 19-noconnect 64 3x3 grids 188.
! 80x88 28-cornect: = R e M

+ When asked to put 16 4x4 grids in_this. V*_' '
after 45 minutes. Then we.interrupted and“

* When asked to put. 64.3x3 grids in Ws ﬂowd lrny B!ockoff was still thinking
after 27 minutes. Thm we intormptad and bmimﬁd

! When asked to put 16 3x3 or 4x4 grids In_this wod array, Blockoff was still
thinking after 22 minutés and 9.5 mihutes, re Then we intorruptod and
terminated Bleckoff. ,
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Fig. 4.8 BlockofPs-Repir Of 20x20 Array With 5% Flawed Cells
| (lst of 2 pcgu)
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Fig. 4.8 Blockoff's Repair Of 20x20 Array With 5% Flawed Celis
(2nd of 2 pages)

C) 20-connect embeds one 8x8 grid

- o el

:: ./-.l
. s { XX

.P
T

4
4
;

» -\-\- »

é
N

Ve
s s s [ | &X/:/.-. .
s ] o HextH i
-o—o—o-«-[u }* "'-/ .
S S & B x;@(
e (0 § S § o £9




Fig. 4.9 Blockoff’s Repair Of A 40x40 Array With 5% Flawed Cells
(1st of 4 pages)

A) 10-connect embeds sixteen 3x3 interconnected grids
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Fig. 4.9 Blockoff’s Repair Of 40x40 Array With 5% Flawed Cells
(2nd of 4 pages)

B) 10-noconnect embeds sixteen 4x4 unconnected grids
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Fig. 4.9 Blockoff’s Repair Of 40x40 Array With 5% Flawed Cells
(3rd of 4 pages)

C) 20~ccnnect embeds four 5x5 interconnected grids
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Fig. 4.9 Blockoff’'s Repair of 40x40 Array With 5% Flawed Cells
(4th of 4 pages)
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Indeed, 20-éonnect always took substantially longer to repair an array than did
10-connect. Furthermore, 20-connect never embedded a larger machine than 10-
connect, and sometimes embedded a smaller machine. 10-noconnect always
embedded at least as many essential nodes as the others, because 10-noconnect
works on a grid with links missing. We commanded Blockoff to place the same
square grid in each of an array’s blocks, because we didn’t want to help Blockoff
by implicitly telling it the location of flaw clusters. This constraint on Blockoff
limited its performance; this explains why we can see ways to snake extra grid
rows and columns through the flawed arrays. Figure 4.8.A indicates that the
lower-right block of the 20 x 20 flawed array limited the performance of 10-
connect and 10-noconnect. Similarly, figure 4.9.B shows that certain very flawed
blocks limited Blockoff’s performance. This argues for use of the success heuristic
suggested earlier. Figure 4.9 indicates that Blockoff's performance diminished as
more links were introduced between sub-grids.

Comparing the graphs for Twist Repair experiments with table 4.2
shows Blockoff's superiority to Twist Repair as a flawed array’s size increases.
For %flawed equal 5, Twist Repair achieved a %oftotal of 6 for a 25 x 25 array.
This indicates that for 40 x 40 and 80 x 80 arrays, Twist Repair would have
achieved %oftotal substantially under 6. For %flawed equal 5, Blockoff used 10-
connect to achieve & %oftotal of 9 for a 40 x 40 array, and %oftotal greater than
or equal to 4 for a 80 x 80 array. This and other comparisons we’ve made of

Blockoff and Twist Repair indicate Blockoff is superior when %flawed remains
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constant as an array’s size increases. | o

We wish we could offer more. expgrim.g!,al l:eqults from Repair.
Hawever. Repair's larp computaﬁm-tlmc demands have made further axperiments
unfeastble. o . ‘

We now re-consider the impraved Repar precedkce. We se that it
is oriented toward embedding a machine abstractly described as interconnected
rectangular sub-grids. Repair may use a hewristic approsch to decide, whet part of
a flawed array éhoqldvpccgp; each sub-grid  Attar makin wch an assignment,

Repai calls Blockot. Bockoff may upe » heuriptc ke Repers to decida. bow to
. membq;d each sub-grid. If the sub-grid is sut(lc;enﬂymll. Twist Repair is
-appropriate. Qtherwise Blockoff may break the sub-grid. into blocks, and. present

Repair with each sub-grid. Thet is, Repair may be recuesive. In.sny case, sn_array
is aventually broken into blacks repaired by Twist Repair, and interconnected by
Blockoff. L |

| We've purposely ignored. 4!?:99*!!m%,:gmhwénda magchine’s
 interconnections to other machines, either in or out of ifs wrray. Tradsoffs relating
~ to this question ere analogous to those for orm—oumm Blockoff may be easily
adepted to sccepting inputs describing which of the cells at a machine’s periphery
carry the machine’s inputs and outpute. Handling this is like handling the interface
between linked sub-grids. In each case, a particular cqll(tm;imtama. one with a
lead to the extra-array world) should connect to s paglicy
One can envision further levels of Repair. sophis
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increased embedding efficiency. Choice 6f sophistication level depends on the
character of expected repair problems.” For iristance, very large arrays might
_bensfit by intercafinéction strips wider tan 68 ling Batween large blocks. If
substantial sections of an essential machine were likely to have essential cells with
* few essential nelghbors (as the General ‘proceésor-testar-repairer did),
' efficiencies would résult from specisi handling ‘of these séctions. Indeed, perfect
machines ‘should protsbly be' designed’ i amocmumoﬂ,wnh relatively few
~ communication pathé’ betwesn zmma‘. " The riesd to fimit inter-module

" ‘communication path is already recognizéd in the dbsign

We briefly sketch a promising repair techhique for s
machines.  An essential network Is categorized in the “following way. Each
‘essential node with-three or four éssential neighbars 1 associated with some
rectangular atgh-relzon block in & compict Blockoft competibfe way that's been
discuésed. Those wires and essential celis with one or two eswnﬁ?a:it mﬁzhbors
 that are not in a high-réicon block are associated with low-reicon blocks (ue figure
4.10)." A straight Horizoritel or vertical ﬂm thealigh &n ssbeRVial natwork passes
* through at least one high-relcon or low-relcon Block.~ That block ‘which the

Success Heuristic F estimates as lesst efficiently repaired, given the flawed
array’s average flaw density, determines How many flawed array lines should be
allocated for an essential network line. For instance, the* expcted embedding
efficiency for the:large high-relconblock-dictates the number of flawed array

 columns devoted t6 pettect array coluine O theough 5 The relatively high
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Fig. 4.11 Blocking Off A High-relcon Essential Network
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embedding efficiency of transmission links dictates a lower n;.ultiple of ﬂawed array

columns devoted to column 6. Thus Réphi Uses the success heuristic to estimate

whether a repair wiil succeed, andi tnwaruugh estimate of how to allocate
flawed array space. Repair may then ad;uihlﬁ}nitid estimates by considering the
actual number of flaws in each allocated bfbek Rapur then uses Blockoff to repair
the hagh—rolcon blocks. Given a success here, Repair calls a procodtn devoted to
" ‘jaﬂ the Iow-ro&eoﬁ Mﬁ ee‘ﬁs and m that m‘ﬁﬁ iﬁ ’?dbdn block. The

' vam. exhauatava@mmhmwy—mn MN amkm to roptir an

array blocked off in sn unrepairable way.

If Repair uses details of a machine’s oncntial network to increase
embedding efficiency, Repair needs a description of that network. in the least
sophisticated case, a designer could specify that network to Repair; we’ve done
this in our experiments with Blockoff. However, it is fairly easy to write a
procedure which abstracts a méch’ne’s essential network from its description as an
embedded machine. The procedure "works back™ from the embedded machine’s
outputs to find the essential cells and wires of the machine. The resultipg
vessential network could be blocked off by analysis of the location of high-relcon
regions. Straight lines through the notwork that yielded a low density of links
would indicate reasonable boundaries between high-reicon regions. |

We've discussed an effective Repair procedure, and actually wfitton
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and analyzed fundamental components of this procedure. Nevertheless, repair of
high-relcon machines remains a largely unexplored area. Some programs we’'ve
sketched remain to be implemented. Perhaps better methods of repair can be
found. More experiments would enable a better understanding of the heuristic
success-function’s nature. Interesting theoretical questions remain. Consider the
curve of the expected width of a square embedded grid versus the width of a
square flawed array, for some low, non-zero flaw density. |Is there a repair
procedure such that this curve is monotonically increasing? Is there a repair
procedure such that the curve is above some positive-sloped straight line for very
large arrays? Can you produce such a procedure, or prove thel__'g isn’t one? This
is an important question, because'its answer tells us the expecféd gize limits on
grid machines embedded in arrays of a given flaw density. This helps us determine

the expeéted size limits of high-relcon machines that aren’t grids.
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Section 4.5: Construct
Construct accepts three information inputs which dictate how Construct
loads cells in a flawed array. These inputs are: |
1) a description of an essential machine stating essential states and
associated wiring; | |
2) a dascription of a repsired array, in which each cell’s processing
layer function is in one of the four categories we've mentioned -
flawed, essential cell, particulsr non-branching transmission stats, or
unused good cell in arbitrary sfate; and
3) a description of the repaired srray stating the side-sets

successfully activated and de-activated by Test's loader:

We’ve noted that Construct’s precise nature depends on Repair’s
generality. In any case, Construct is very simple. First Construct "mentally” maps
a machine’s essential cells into a repaired array’s essential nodes. Then Construct
exténds a loading arm into the flawed array, possibly touching all good cells and at
least touching aﬁd properly setting all the cells acting as essential cells or wires
between essential cells. The loading arm’s base may be any cell with access to
the cells that must be set. For instance, any of tﬁe celis of an embedded machine
would be an acceptable base. Setting the proper cells is even easier than growing
a Iong‘arm into an array. Construct knows the location of fla\yed cells, and may

extend, retract, or move its arm through side-sets Test successfully activated in
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Fig. 4.10 Result Of An Experiment Showing Construct’s Capabilty
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Construct was asked to touch all unflawed cells, using a flexible loading
arm with its base at (1 1). The picture shows the state of Construct’s arm when
Construct completed its task, after 65 seconds. All * cells are cells that have
been touched by Construct’s loading arm, but are no longer part of that arm.
Construct finished in 65 seconds for this 25 x 35 array with 50 flaws.
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any way consistent with touching all the proper cells. Figure 4.11 shows the
result of a simulation demonstrating Construct’s ability to pérform its task. The
simulating procédure moved its arm in a flawed array. AII cells were initially in
either the X (flawed) or G (good) stat_e. For simplicity, it was assumed that all
accessible side-sets of good cells could be successfully activated and de-
activated. The arnm. moved around in the array until all touchable cells were
touched. (This i? doing more than is necessary.) The figure shows the state of the
loading arm when Construct suyc_cee’ded.‘ Of course, Construct could completely plan
its loading strategy via such a simulation before actually extending its arm into an

array.
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Section 4.6: Other Considerations In Realizing High-relcon Machines

We’ve considered the basic issues of testing, construction, and repair
for high-reicon machines in previous sectons. Now we turn to less fundamental,
but important, aspects of high-relcon machines. We considered production and
marketing issues for arm machines in section 3.4. We suggested ways to satisfy
constraints imposed by the need for adequate array-access ports (chapter 3 called
them "arm bases”), the need for proper handling of shared power lines, .and
volatility. These constraints have obvious analogs in high-relcon machines.
Because satisfaction of these constraints is also obviously unalogous, we need not
consider these constraints further. Instead we concentrate on considerations
peculiar to high-relcon machines.

All the testing procedures we've discussed assume independence of cell
behavior. Gradual growth of an arm machine involves concurrent tests of an
individual cell and its associated machine. As soon as the 1ast cell of an arm has
been tested, the arm is complete and tested. On the other hand, high-relcon cells
are independently tested before they’re included in an embedded machine. Testing
an embedded machine, or its modules, checks our independence assumptions. An
embedded machine may be tested like any digital machine, via its inputs and
outputs. Furthermore, test-link capability provides testability to high-relcon array
machines that’s not available in ordinary digital machines. Test links may connect
an embedded machine’s module with a test machine, to allow independent testing

of that module. A test link, terminated by a transmission-branch cell, may be used
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as a probe which, at a given time, monitors the signals on a wire in an embedded
machine. After test links are used for module tésting or probing, they can be
withdrawn. Of course, this assumes that the test arms do not affect the operation
of the eventuslly embedded machine; this is a safer assumption than a simple celi-
independence assumption.

. The use of cells as wires in high-relcon machines necessitates special
considerations. In most hard-wired machines, it’s safe to disregard the delay
through wires; but this assumption is usually not valid in high-essential machines
because the delay through a wire cell is close to the delay through some other
cell. A pair of essential neighbors may be linked by different-length wires in
different flawed arrays. Wire delays consequently decrease an embedded
machine’s maximum operation speed. Furthermore, they compound the "critical
race” problem, thereby making array machine designs more constrained than non-
array designs. A synchronous high-relcon machine must be clocked .slowly enough
to allow for the delay through embedded wires. Other conventional techniques for
solving timing problems, such as ready-acknowledge signalling, may be embloyed
where needed for communication between modules in embedded machines.

Array machines compensate for inherent limitations by providing added
capabilities, includirg automation-compatibility. We've seen that a simple array
facilitates testing and repair by its iterative nature, and by the fact that test and
repair facilities are built into a cell. An array’s simple structure also facilitates

computer-aided design. A designer could specify a machine as a perfect
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embedded machine with timing constraints on.its. cells. A.simple program .could
check that an envisioned embedding satisfied these constraints. A more
sophisti:c;a.ted prbgrgm could “compile™ a maching’s high-level-language specification
into an accepté_blp_array-,embgdded. machine; this ‘;igﬁ.giffi,(;ult., but easier than

analogous computer-sided design in a less reguler enviropment,
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-Section 4.7; High-retcon Machine Applications ‘
We've discussed our approsch to the most ditficult testing and repaeir
processes for a chackerbaard array = treatment of Mgh-refton mathines. Abstract

description of an essential machine as an essential’ iefwork focuses on the

properties of a machine that are important to teét aid Fepelr.” ‘We've shown that
high-relcon machines have higher testing and repair costs than arm machines.
We've also shown that, even for high-r‘lcon machines, our cellular approach offers
major integration, test, and maintenance advantages relative ‘to other methods for
“system imthatim in this section we consider applications merits of high-
reicon machines, relative to arm machines and non-array machines. We discuss the
General cell as one which snables realization of the bmﬁb of th-rolcon
machines. |

Chapter 2 discussed the general advantages of celiular arrays, and
argued for our array approach. This approach attempts to meet system design,
production, and maintenar.rco‘nesds through standard, high-volume, flexible,
automation-oriented modules - ceu.c and associated programs. We compared our
approach to other, less constrained approaches. Chapter 3 discussed balanced arm
machines using our approach. ‘Earlier sections of this chapter compared testing and
repair processes for arm and high-relcon machines. This section highlights
performance features that haven't been sufficiently covered.

Because the communication paths between cells in a high-reicon machine

are less constrained than those in an arm mod\tm, a high-reicon machine provides
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speed.and flexibility advantages in certain applications. The . suitability of a
particular type of essentisl machine .depends on the: ulility of » given degres of
direct, simultaneous inter-cell communication.for that,mmehine. A -serisi-in, serial-
oout shift-register is well-suited to arm.machines, because each stage of the
register communicates dir#;tlyx with at most two pther. fgtqgﬁ. %Iﬁémmhimfare
weu-su.ted to machines which have only one saction: addressed at a given- time;

therefore random-access and some other. mpmories are wo}l:—su&od to reslization

as tree machmes ln an arm machine, umﬁd mghban are. always in adjacent
cells. In a grid embedded in a flawed array, sssantisl neighbors aren’t necessarily
in adjacant call; this diminishes the spead advantage of the embedied grid
niacf;ne. Highfrglcon machine realization is. particularly suited: fo machines
cnm;.:os‘ed‘A of ~,modul‘os whicht commﬂcatodﬁwout jormation. to three .or more
othef ’module-s at the same time. Such machines. might require. complex calis to

even awkwardly share the communication paths availgbie in tree or arm machines.

For ‘in{stance, ., puildin_g_ @ processor as an arm.or tres;machine would probably
require complex cells, and suffer from low parallelism. .Forcing all a machine’s
extra-array leads to connect to one cell makes realization of certein.machines very
difficuli. Thus high-re{,cbn arrays provide ad@tumdhtomatwnmﬂn,butnquho
ngber testing and repair costs when lhax,as;e,'us,pdtopligb;wcm machines. - A
high-(glcon array is most suited to machings which exploit: Wﬁ@rray't.availd)b
information paths, such as the processér—tester-repairef'builtv of General cells.

High-relcon arrays, such as General arrays, offer major. -advantages as
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peripheral equipment ina computer system.'“The computer system offers the
array a non-volatile Array Programmer. Tﬁesfray oﬂénu relohbte,imxpenslve,
programmtﬂe, hi’gh-epaid?»préé“astingupaﬁlify{” :

For many machine tasks, the General array is a correct compromise
between a single-sequence computer and a spacisl hard-wired machine. A typlcal
computer's performance sdvantages ihclude computational power, flexibility, and
 easy programmability. “its major dissdvantags Is slow performance relative to
hard<wired machines. The "s?'inﬁa-ieduéﬁégi""ébﬁput& 'Epro'c‘g;ées oniy one
instruction at a time, with each lnﬂructiontakmg mny éaté¥§hlays.' The
ameliorating parallelism in some instructions is often wasted. For instance, an
algorithm that only operates on1-bit words still Uses an AND that operates on
larger words. The conventional computer is parﬁcularlylll-suﬂad to jiri'egvdarw or
high-frequency real-time applications; handing incoming signals through interrupts
is :meﬁcunany time-consuming and ‘tricky. 'Compulérs’ are so-clumsy at resi-time
applications that they ‘often rely on & hard-wiréd ‘machine ‘to buffer incoming
signals; ;--thit machine contintiously monitors,” collects, and pre-processes incoming
data. -Msny applicerions are maore suifed to aépocial-purpmeg“macmne. which
offers higher speed. Disadvantagesofsuc’hamaclimihcludehegh setup times and
high: setup-costs, especially if these costs "‘;ifé"nisf dﬂﬁbut&!“‘over a'large number
of machines.. Testing and repair of these machines tan'be’ particularly difficult and
costly: : L e

A peripheral erray, such as “thaGeneranrny, is a compromise between
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the performances of these two most common machine approaches. The array may
be quickly and easily programmed to one of a large set of embedded machines.
For instance, a processing-intensive problem could be solved in an array which
interrupted the computer’s processor when it had solved the problem. Alternately,
a General array could be used as a processor compunent tailored to the
requirements of a particular processing task. The array provides a high degree of
potential parallelism. Basic cell operations, those that occur in the cell’s function
states, are faster than basic computer operations, but slower than the basic
operations of a special-purpose hard-wired machine. Like a hard-wired machine, a
General machine can continuously monitor and proces§ incoming signals.
Furthermore, our arrays have the added advantages ot low cost and easy,
automatic maintenance.

Of course, an array’s suitability depends on its intended application area.
The General array is oriented toward narrow data words; there is only one
processing input in each of a cell’s side-sets. Parailel algorithms, especially those
amenable to two-dimensional array solution, are particularly appropriate for the
General array. Many physical problems, such as temperature distribution on a
plate, are consistent with such an array solution. Such an array might benefit from
larger processing side-sets to accomodate numbers representing one of a wide
range of temperatures. However, such a macro cell with large side-sets could be
built of General cells. The General array is good at logic simulation. Real-time

applications which would otherwise require an expensive, low-volume special
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machine are often suited to a high-relcon array.

An array’s utility depends on its size. This partially explains our
interest in array repair. One way to increase an array’s size is to interconnect
arrays. If one’s objective is a large array with a checkerboard array’s
interconnection network, one must currentily make many interconnections between
neighboring arrays. This is fairly costly, even if one uses a spécial interconnect-
array circuit board, because of the many IC leads involved. Qur approach reduces
the need for many leads between sub-arrays by relying on testing and loading
arms, and by Repair’s block orientation. This block orientation recognizes that
most machines are composed of modules, and have few communication paths
between the modules.

A high-relcon array may also replace speciai-purpose machines in a
.computer system. Here the array is most appropriate when computer-
maintainability is important.

The ability of an array-embedded machine to test, program, and repair
its cellular environment is particularly attractive. Such a machine can form its
cellular environment into machines appropriate to a given application at a given
time. Two or more machines like the one we’ve designed can achieve high
relibability by monitoring and repairing each other. Each machine is embedded in a
sea of spare parts, cells, with enough cells to support many cell failures. When
one machine notices that the ofher has failed, it re-tests the other’s environment

before embedding a new, perfect machine. With three array-embedded machines,
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a first good machine may continue normal operation while the second good one
repairs the faulty machine.

It’s amusing to consider the unlikely event of a form of "array cancer”, in
which a faulty maéhine attempted to wipe out a properly working machine. Each
embedded machine could guard against inappropriate attack with test arms for
noticing attack, and a loader arm for fighting the attack. A machine could be
programmed so that both its defense and attack programs required proper use of
all the machine’s processor sections. With the right attack and defense programs,
a perfect machine should then be able to dominate a malicious, faulty machine.

If the General array is non-volatile or easily backed up by a power
supply or loading source, it may be mass-produced and program-customized to
provide inexpensive, low-volume machines inappropriate to microprocessor
realization. Sometimes added advantages come from the machine’s nafure as a
standard part that can be tested, programmed, and repaired through limited
rcommunication with a standard machine. Our arrays can even be repaired by a

remote machine connected to an array via communication links.
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CHAPTER 5: TREE MACHINES

This chapter discusses embedded machines with a particularly simple
nature. All cells of a tree machine are effectively linked to a common input bus
and common output bus. Each cell is a balanced, essential cell whose function
state includes a unique name. At any given time, only one cell may transmit its
information out of the erﬁbedded machine. | Examples of such a machine are paged
random-access and track-addressed sequential-access memories, with one cell per
page or track. The embedded machine’s simplicity means that a cell’s processing
layer can be designed so that all tree-like relcon networks with a given number of
nodes may correspond to e.quivalent embedded machines. This allows efficient use
of good cells in a flawed array, because an embedded machine can incorporate any
good cell linked to its input-output (tree base) cell by some path of good cells.
Because one form of tree is an arm, a flawed array embedding a tree machine can
be repaired at least as efficiently as a corresponding array embedding an arm
machine. Furthermore most large, flawed arrays may be repaired to embed
random-access memories or other tree machines with average access time
proportional to the square-root of the number of cells in the array.

For specificity, we consider a paged random-access memo.ry
implementation with the following characteristics. The RAM has 2 pages, or cells,
with 2" words of length L in a RAM on each page. Command and output words are
handled serially. The RAM has two input lines calied Klock and Command, and one

output line called Return. When the RAM is ready to receive a command
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specifying a "Read” or "Write" operation, the Command stream Klocked into the
RAM specifies the following:

1) a p-bit page address which selects the one cell of the embedded

machine with the identical name stored as p function-specification state

bits;

2) a w-bit address selecting a particular word within the page;

- 3) a Read/write bit specifying either a "Read” or "Write" operation;
and

4) if the command is a "Write", the L-bit word to be written.

If the command is "Read", the L Klock pulses after the commund Kiock the selected
word out of the embedded machine.

Since the paged-RAM cell’s loader is the same loader detailed
previously, we focus on a balanced processing mechanism and associated function-
specification state bits for cells in a checkerboard array. Each of a cell’s side-sets
has one Iﬁsel input line specifiying whether that side-set is relected to send Klock
and Command information directly into the cell. A cell in a working embedded
machine has only one of its Insel inputs high. The Insel-selected Kiock and
Command information is broadcast to the cell’s neighbors via the cell’s Klock and
Command Outputs. A cell’s broadcast Return output is that cell’s RAM Output line
if the cell has been addressed; otherwise the Return output is the OR of from
zero to three Return inputs selected by four Retsel function-specification state

bits. Each Retsel state bit corresponds to one of a cell’s side-sets. Besides
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Fig. 5.1 Relcon Networks For RAMs In identical Flawed Arrays

A) Relcon network for one embedded RAM
XX
X
B) An-embedded RAM with better access time than A

XX
X

Commands input to a tree’s base flow to the tips of the tree. Every link
that carries an input command in one direction carries a Return in the
opposite cirection. An addressed cell’s Output information successfully
reaches the embedded machine’s output because the Output is ORed
with Os as it flows to the embedded machine’s output. Maximum access
time is minimized by minimizing the longest path between a tree-tip and
the tree’s base. Machine B's access time is better than A’s because A
has a circuitous path to node (3 0). The best expected access time
results from placement of a tree’s base at the center of its associated
array.
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determining whether a cell’s left Return input is selected to be ORed, the "ieft"
Retsel state bit is also the cell’s left Insel output. A corrésponding statement is
true for a cell’s "right", "up", and "down" Retsel state bits. Thus an embedded
machine is organized so that cell A accepts a Return input from cell B if and only if
cell B accepts Klock and Command inputs from cell A. Input command information
enters a cell from ane of its neighbors, and is accepted by up. to three of its other
neighbors. Hence a given RAM with c cells can be realized by any tree-like relcon
network of c good cells consistent with the limits imposed by an array’s
interconnection network. Figure 5.1 shows relcon networks for two equivalent
machines in identical flawed arrays. The machines differ only in their access time.

in a checkerboard array, access time is minimized by placing a tree’s
base cell at the center of a square region of cells; one diagonal of the squsre is a
row, the other is a column, and the diagonals cross at the tree base cell. When
such a strategy is used, the expected time required to senc. information to or from
the tip of a tree embedded in a flawed array is proportional to the square-root of
the number of tree cells. Expected access time is therefore proportional to the
square-root of the number of cells in large tree machines. In an n-dimensional
array, this expected access time is proportional to the "n"th root of the number of
tree cells when the tree’s base is at the center of a cube o0~ hyper-cubé.

Since the cell we’ve discussed handles information serially, it needs a
counter and associated circuitry to coordinate activity. This counter is initialized

by the loader.
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Techniques used for improving performance of conventiond RAMs, such
as use of parity bits, are applicable to this approach. The RAM in each cell is
identical to cngeﬁtional RAMs. The fact that a loading arm can rapidly shuffle the
names of cells in a machine without disturbing their RAM contents may be useful
for some systems® memory management. If a simple paging system is willing to
effectively construct a page table by shuffling the names of memory cells, a special
page table and its associated delays are not réquired.

Test and repair of flawed arrays embedding tree machines is similar to
test and repair for arm machines. A tree machine is grown celi-by-cell into the
area around its base, and each extension is monitored by communication between
the tree’s base and the Array Programmer. A cell in an embedded machine is
always linked to the base cell by the shortest possible relcon path, and given a
unique name. A working cell in an embedded machine ignores inputs from flawed
cells and dangling array inputs.

Packaged memories are easily formed into larger memories by providing
a few links between packages to allow growth of .thef' tree through all the
packages. The number of cells in the tree is only constrained by the required
access time and the number p of page-address bits in each.cell.

Overhead circuitry could be reduced by using triangular arrays instead
of checkerboard arrays, if this was compatible with the production process.

It’s obvious that this approach is applicable to any machine which may

be realized as a tree machine. Inputs and outputs to such a machine could be




PAGE 232

parallel rather than serial. One could implement a many-tracked sequential-access

memory, with one cell for each track. Associafive memories and even some muilti-

processor systems (similar to the ETHER system) are compatiblo with this
approach. |

These tree machines further evidence the fact that relaxing the
requirements on the cdmmunication paths between essential celis in an embedded

machine facilitates repair efficiency.
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CHAPTER 6: CONCLUSION

This thesis has presented an LSI-oriented systems approach to test,
configuration, and repair of cellular arrays. We’ve specified standard modules that
are built into the ceills of a machine to facilitate testing, loading, and repair. Thus
the mechanisms for testing and customizing a flawed array are built into a simple,
iterated part. A computer may access these mechanisms via a few direct
connections to an array. Programs allow the computer to maintain or re-customize
the array. We’ve been careful to note our assumptions, and to discuss design
approaches that help insure the validity of these assumptions in actual arrays.

Development of terminology and models for programmable logic machines
has helped us analyze important machine classes; these are arm, high-relcon, grid,
and tree machines. A particular class of machine is characterized by the
requirements placed on the communication paths between essential cells of any
embedded machine in the class. A particular embedded machine is associated with
a set of equivalent embedded machines. The nature of this set affects the
testability and repatrability of an array. Properties of a cell, such as balance,
affect an embedded machine’s structure and associated equivalence class; and
therefore affect the repairability of an array.

There are reasonable practical and theoretical extensions of this work.
We believe that tying further theoretical inquiry to actual machine realization goals

will be most productive.
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Tree and arm machines seep particularly. syited to immediate array
re-customize. Furthermore, their relatively low csli-circuitry

realizat_im Thqge machines are rdahvolyﬂmpl.tqag

- fepair-qff_icigncy'give ther major integration-level adventagrs.
Arm or tree machum may first_ b‘ m}g\;tod in.a system containing
many ICs. Such a sy:tem would enablo furthqr matmn and domomkcuqn of
| the feaslbsluty of our apgrcach. Thc ma;or admtq{op of ] mmy-lc tyctom.
compared to  system integrated on one eice, arp s Jow development. cost and
*High component sccemsiblity. Such a syslem shoud be sble o functon whan some
| of its le are removed or dntroyod, ond Somp of its wires are cut. The many-IC
system would enable us to refine our dulgm and our tnt and repdr programo.
~ The myg( lgml}gt_iqq of a ‘rpq‘n\y;lcy rgsggrqb vohic(c iathat {t_ggecn't procinly

madel our ultimate goal, a cellular system integrated on one flawed slice.

| ~ Besides its obvious value as a system componen’, a single-slice tree or
arm machine would help snewer important, questions relevant.to other rrays. How
 sccurately do our assumptions model actual conditions, on s flawed slice?  How
s'i,gni’fi}can_t\ isj_th'e branch cell problem? Hqﬁ.dq po\gorqqpply.hut Vdi”ipgti,on.
array size, and ofhar practical comidcr@tiom affect array, lmplmntotion?
producpon care of\ arr,_:a;y‘dgvejqpers./ Smco_ arm and trnmmdtimaara simpler to
implement than many other programmable logic machings, abliity to implement these

array is a sine qua non for practicsity of many other proppsed arrays.
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Arrays like General are the most exciting, because of their use of
simple cells acting in parallel to provide universal computation-construction-repair
capabilities. ‘These arrays offer speed, reliability, and flexibility advantages in a
low-cost integrated circuit. Current IC densitieg and yields probably don’t allow
practical realization of these large arrays. However, densities and yields are
improving so rapidly that these arrays should be feasible before 1980. By then,
many questions pertinent to these arrays should have been solved for tree and
arm arrays. Continued work on testing and repair, and development of computer-
aided design facilities for these arrays, will be important to their commercial
success. Consideration should be given to the machine organizations most suited
to high-relcon machires.

The first use of our approach to high-relcon machines may be in many-
IC arrays of fairly complex machines, such as microprocessors. This is true
because these arrays are closer to convention'al digital systems. Unfortunately,
the fact that such arrays have relatively low basic operation speed compared to
General means they don’t use high-relcon arrays to full advantage. Nevertheless
we’ve seen the advantages of building simple test and repair mechanisms into an
iterated component.

Since our test, configuration, and repair techniques may be adapted to
existing arrays, it would be useful to categorize these arrays according to their
realizability as an arn), tree, high-relcon, or other class of embedded machine.

Other inquiries may take numerous directions. A more rigorous
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treatment of our testing assumptions and approsch would be useful. Many
questions remain concerning the repeir of chackerbosd-arrays that embed high-
reicon machines. These questions concern the best way to repair these arnys.
~ and the limits of this repair. A battot mdonm nfmr wﬂl allwv ‘better
estimates of the reliability and maintainability of hlgh-rdcon machines. The use of
a plurality of high-reicon machines in a »lf-rmmumm Mbo explored.
The relisbility and maeintainability levels that can be schieved hy our verious
machines should be compared to the levels achiovod by othor machinu The
, !or M mehinu cen be
refined, and new machine classes can be. idcutmad and-studied. Qur treatment of
testing and repair for chockarboard arrayo can bo oxtondod to arroyc wtth other

network models and terminology we've dnv

~ interconnection networks.
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