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INTRODUCTION

SUMMARY

The system described in this report is being designed for 10 to 50

- users, depending on the user demands, Though the system canr stand alone,
it is to work im conjunction with a larger systems the Remington-<Rand
IFIOB»EXEC 8, and the experimental IBM T$5S-360/67,

In a general effort to make computing facilities more available to
users and st&dy the range of Time Shared Computer usage it is desired to
design and study a special purpose time sharing system using a PDP-8
computer at Caruegie-Mellon University. The configuration is shown in
Figure I.1, It is felt that partiéular jobs can be selected to best match
particular computing facilities, and this proposal is a suggestion for
such an experiment. |

A time sharing system is one where éeveral simultaneous users have
access to a single computer or computer(s) throdgh a network, Only a small
degradation in performance (as measured by problem solving spee&§ occurs
to any user and a user is supplied.with‘essentiaxly the saﬁe scurce (before
time sharing) because the faciiity being requested (computing powér9 data
£iles, etc.) reqdires onlj a small ambunt of the poweé for a short interval,

-The idea of Time Sharing,though very oldf, has been attempted.un the larger,
most general computers, and as such, the behavior ¢ such systems for users
with small jobs eutaiia a high d@erhead.(or cost is Iaxge}a

The system attempts to go beyond the obvious case of just concentrating

messages (either on a character by character or & line by line basis) for

* €. Stratchey'’s paper (1959).

"Time-sharing in large fast computers"
UNESCO conference Paris 1959



the larger computers (although doing this function for only 20 users is
worthwhile from an economic viewpoint),
The system is designed for'three specific environments:
1. Companion mode: (used with a larger computer or compul:era)o
a, Editing a complete f£file: Files reside in the larger
system and editing is done at periphery because interaction

rates are high, and computing capacity required is low, |

b. Editing only pages: Text pages are transferred to the

T88 and edited.

¢, ZTrivial calculations: desk calculator, very small ALGOL

and FORTIRAN jobs,

d, Pre-processing, special editing, and syntux checking for
on=1lire languages like LCC, JOSS, BASIC, etc., prior to
ihterpretation in a larger machipe,

2, General purpose, stand alone time sharing with very limited
capacity (suitable for secondary school or similar eaviron-

ment, where the cbmputational demands are not extremely high).

3. Base for special purpose stand alone systems, E.g., shared
data ceollection system; Time Shared Keypunch consoles for
data entry and transformation; component of a metwork to

concentrate messages, and do local processing.

The virtual machine provides the user with a console (a teletype KSR33
initially), a portion of the processor capacity for running 4K pxngams
(larger programs, up to 64K, have to be menaged by the usex )8 open fixes,
kshared file capacity of 200-400 text pages for all users, and a tape system

which 1s used for long term file system,
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A. REASONS FOR TIME SHARING

Ihere are msny commonly promoted reasons* for having a time-sharing
system, Some are: |
| 1. Better man-machine communication;

29 More efficient use of eéuipment and as such;

3. Effectively more computers available for use.

Better Man-Machine Communication

Literatu:eccn time sharing systems states that a time shared computer
seeks te provide better service to nsefs;by providing better mamémachine
commumigationsc The program debugging process can be made more.eificient'
if the user cﬁh_be present at the computer console and correct mistakes

as they occur, Results are av@iléble'very shortly after requests,

Efficient Use pfqug;pment

A problem é&mmon to all computers is that input-output equipment
usually has a rate of ttansferfﬁuch lower than the cycle time qf*tha come
pugex; " This meaﬁs that the computer can be limited during inpuéﬁautput
operations.

A time sharing system will’make.the whole process more efficient by
allowing several I/0 devices active at once. This, of course, is at the

coat of overhead,

More Computer Use Availlable

In 2 time shared system aaéuming the slower in-out device,one effectively

has a number of computers equal to the number of time-shared consoles. Con-

= )
See appendix in Time Shared Com
Institute of Technology.

mputers, G. Bell; ARPA Report, Carnegie



o

“

ml&m

sidering that an additional conscle is much cheaper than an additional
computer, a time shared system gives both more efficient operation and

increased computing capaeity.
TS8 CONFIGURATION AND CONSOLE COST

In the case of che‘rsss we assume a2 hardware configuratioﬁ of
$50,000 - $75,000, and / user cost of between $1000 and $7500 for 10 to
50 users., Now, while these costs are substantially lower than for large
scale systems ($20,000 - $506,000 / connected. console) they are at the
cost threshold’of a stand-alone computer (<$10,000).

Substantially more facilities are being provided, including ﬁsex
files, magnetic tapes, inter-console communication, and a larger basic
faéility, In fact, the two facilities it does not provide are: the run-
ning of large, unorganized programs &nd a large capacity £lling system.
The approach to f£iling does give the user the same ablility that large

systems provide.
APPROACH TO THE PDP-8 TIME SHARING SYSTEM

1, Methods of Shariang

Many choices are available for implementing the program and memory
sharing for a Time Shared System. These range from pure multiprogrammiang
to program swapping.

The proposed method for accomplishing the project is to use both multi-
programming and program swapping. The primary memory size (3 y 4096 words)
is such that it contains 2 (4096 word) programs, A disk memory is used to
store files and waiting programs., While a program is running, in coze,

the next program is swapped.
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Avallable Capacity

We assume that jobs entering the system require very little computing
(1.e., can be done while swapping occurs). We take the following example
for 50 users to do editing.

The wmachine capacity required (worst case) for managing « typewriler
line is approximately 0.4%/line. = =~ = = = = = S -204

The machine overhead in the monitor {per usexr) is estimated to be
less than 0.64., (Assumes that 30 jobs are run /second.) = = = = = « = =30%

The system degradation if tﬁe drum is transferring continuously
is (1.5 MS /word stolen from core /4.5 Msec word transfer rate). - - - =34%

The remaining available capacity for processing i8: - « = « = = = =164

Required Capacity

Assuming 50 user jobs are entering the system each 8 sec (1 lime of
text) /job, and 10 MS of computing power is required for each request, then

the average computing capacity required is:

.01 sec of computigg,x 50 jobs ﬁ'.065 sec of computing . 6l=%
job 8 sec sec 2

The computing job load is only 50 jobs /8 sec oY 6% jobs /sec.
The above simplification assumes perfect ordering of the requests,
Also, in a given 34 MS period, the swap time, only about 5.1 MS {or 34 MS x 154)

of computing power (cycles to the processor) is available. This time, or

capacity, when a new job is being loaded is called the "minimum job® or 5.1 MS.

This suggests that the system will not be disc bound, but compute bound.
Since the job load is far less than the disk capacity (30 jobs /sec), the

capacity loss due to disk transfers will be less or approximately only

1
6§ X 344 or 64, leaving 449 computing capacity available instead of 164,

D

30
A simulation has been made for the system and is included in Appendix D,

For the simulation, assumptions about jobs were such that the average

response time was less than a character time (or 100 MS) and the system
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response was limited by disk swap time. The simulation also considexed

cases when the capacity required was beyond the "minimum job®,

2. Operation Under Time Sharing
Throughout the design of this system the hawxdware changes from a

user’s point of view will be a mi.nf.!.mufn such that programs which were
running in the non~time-shared mode can be run in the time-shared mode
(with only few modifications). On the othe:, hand the system provides
wmany more facilities which were not available in the absolute machine,

We define several machines according to the following figure: the
Absolute Machine, the Virtual Machine, the User Machines and the Usex
Defimed Machines.,

Usez

Sy
Programs User defined

Virtual :
processor Machine (fo Machines
memories . users)
teletypes 4 Absolute '
entries to e HAChine

other systems

Zesident monltor | | yiowuai

“Machine (fox |
users, d

libzrary . T
programs | (e.g.,
j Editor, ete,




CHAPIER 1
STRUCTURE OF THE HARDWARE

Figure I.l shows the PDP-8 hardware ‘str'uctm'eo The minimum Aconfiguraul
tion has 3 yx 4K of core memory, 20 teletypes, 1 disc file and 2 tape
units. Except for some additional switches and special modifications to
the PDP-8 processor, the hardware is standard. |

The PDP-8 is a small, high speed, solid state circuit computer, and
in its standard configuration has a 4K, 12 bit word 1,549 cycle time core

memory.

A, Brief Description of the PDP-8 Processor »
A block diagram of the basic PDP-8 processor ssken from the PDP-8

handbook is given in Figure -2, From this we see that it is built up out
of the following blocks:
1. Accumulation (AC) *
2, Link Ly *
3, Program Counter (PC) *
4, Memory Addréss Register (MA)
5. Memory Buffer Register (MB)
6. Instructiom Register (IR)
The additional blocks ares
1, Switch Register (SR) *
2, Ma jor State Generator
3. OQutput bus drivers

4, Core Memory *

¥ . -
Only accessible by program.
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The core memory is divided into pages of 128 words,

Instructions are single address, one word long., The first 3 bits
specify the operation and the remainder is used for addressing. In in-
structions which do not take an ,;address the 9 bits are used for micro-
programming. In the case of an igput/cutput instruction they specify the
1/0 device (up to 64 devicés) and microprogram a set of I/0 command
pulses,

Because the memory has a paged structure, the 9 bits for addressing
are used as follows:

1. The first bit indicates indirect addressing.

2, The second bit indicates current page or page 0.

3. The remaining 7 bits are used to deternine the location or line

within a page.

In case of indirect addressing, the full 12 bilts are used to specify
a location in the 4K of core,

The core memory can be increased in units of 4K, until 32K, In this
case two 3 bit registers are u;sed to concatenate with the processor’s address
to form & 15 bit address. Communication among 4K memory modules is faidy
difficult,

Hardware multiply and divide circuitry is not standard and is swailalile

o6 an optied.

B, Primary Memory and Compunication between Primary and Secondary Memories .

From Figure Idwe see that the system has 3 y 4K of core memory, The
resident part of the menitor ie stored in 4K and the resulting 8K are used
to contain 2 4K (or smaller) programs; ome of which is being run while the

other one is swapped.
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A data break facility, the DMO1, is a switch which allows several
processors on controls to directly access the core memory. The word

access interval can be as short as 1.5 45 /word,

C. Secondary Memory

Two kinds of secondary memory are used: (See Figure 1) They are:
1. Disc Memory

2, Magnetic Tape Memory

1. Disc Memoxy
The disc memory will be used foxr 2 purposes:
(1 Swapping device
(2) Storage of system files and temporary user f£ilas,

The fixzed head (64 heads of tracks) disc wemory is a Data Disc Inc.
model F-6, The averége access time is 16.6 Nsec, and the transfer rate
is 4.5 psec fword (12-bit word), with 8192 words stored per track.

| The capasity of the disc is 4096 blocks of 128 woxds or roughly, 005
million words,

The smallest amoutr? of information which can be written ou or read
from the disc ie 1 page = 128 words.

Since the disc and its controller require access to memory each 4.5 Msee,
approximately 664 of the machine capacity is availeble while the disc is

active,

2. gggpgtichaga Memory

Two tape unlts will be conneéﬁed to the system. The 2 units ave the
DEC Tape Dual Transport type 555 together with the comtroller DEC Tape
Control Type 552

The word transfer rate of 1 12-bit worl is 133 psec; to transfer a



page takes 18.2 uisec,
The capacity of a standard tape is 1400 pages = 0,18 million words..
Since data on the tape is addressable and replaceable (unlike standard

IBM format tape), a tape can be used for file storage, directories, etc.

D, Teletype Intexface

ihg Teletypé~Interface used iafthe Data Communications Systems Type 680
from DEC. This system is built up out of the folluwing units: ’(See Figure 1-3),

1. Data Line Interface 681

2. Serial Line Multiplexer 685

3. Matricon patch panel 684

4, Teletype Connesfem paﬁél 682 ‘

5. Telegraph level convexﬁﬁx 653@ .

The 680 allows up to 128 teletypes to be connected - %« . the PDP-8,
The 631 controls and executes txanSmissibn and reception of teletype ine
formation between the computer and the type 680 eystem, Im order to do
this it adds % instructions to the imstruction set and takes Zjé'+7ﬁ core
locations of program (N = numbe' of teletypes connected) assuming 8 bit
teletype lines are used.

| The 685 is simply a switcl which allows the 6871 to be connected with

-any of the 64 teletypes.

For more information see “!mall Computer Handbook."

E., Modifications to the Basic !'rocessor
1. Addition of memory exi:nsion control (standard option)
2. Data Line Interface (standard option)

3, ‘Trapping Logic (specis] modifications)
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1. Memory Extension Control
This is the hardware necessary to be able to specify any of 8 possible

blocks of 4K, A group of registers together with a set of instructions

is added to the hardware.

2. Data Line Interface

See part D of current chapter,

3. ZTrapping Logic
Hardware will be added which provides for 2 states of running programs:

monitor and user mode,

| In user mode I/O instructions and the halt instruction will be trapped,

and control will be transferred to the monitor.

A complete description of the required changes is not available yet.
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CHAPTER X1

STRUCTURE OF THE VIRYUAL MACHINE

This is the structure of the machine as the user sees it. Figure II.}
is a simplified model of the virtual machine. The different aspects of
this are covered under the following headings:

A. Program Environment

B. Files

C. Conscle Control of the Virteal Machine.

A. PROGRAM ENVIRONMENT

Programs run on the time-shared syshem are almost identical with those
running on the standard PDP-8, The time-shared system will have more pos-
sible instructions.

The size of a running program is < 4K of core memory.

By means of program instructions the user is able to transfer to and
from core files or parts of files., This enables a user to rum programs

> 4K words.

B, FILES

The way a file looks iike to a user is one consecutive block of the
size of his file, The maximum size of a file is 64K words. The minimum
addressable quantity of information in a £ile is 1 page = 128 woxds,

The maximum number of files a user can have at a time is 8. This

is because of the limited disc space on which the £iles are stored.
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C. CONSOLE CONIROL OF THE VIRTUAL MACHINE
All control of the virtual machine is done through the monitor,
Monitor commands are in%iiated both f£rom the'console and the running
program., A listing of both groups of commands is given in Apjrendix A.
Before entering a monitor comaand the state of the machine has to
be switched from user to monitor mode; this is done by typing a control
character, Upon completion of the monitor instruction the state of the

machine will return to the user mode.



CHAPTER III

STRUCTURE OF SYSTEM PROVIDED FACILITIES SEEN FROM VIRTUAIL MACHINE

A. CONVERSION OF DEC SOFTWARE

The greatest changes to existing software foreseen in this study will
not be those necessitated by the time sharing facility but rather those
influenced by the extended size of the virtual mathine to 64K and the
' addition of high speed disk file accessing. All the standard software
systems and subsystems will more naturally reside on the disks, be called
by console monitor commands and initial loaded by the disk file handling

routines for system files,

1. Editor

The current text buffer size in core which limits the size of text
upon which the Symbolic Editor may function will be extended in the
virtuai machine. The Editor may be given 2 flles containing up to 64K
of text instead of the actual text being passed via the paper tape reader,
and paper tape punch. It will be the responsibility of the Symbolic Editor
to access the “text page" that it needs, vis monitor subroutine calls,
Furthermore, if the Editor requires increased work or data space, it will
be required to do its own “paging" of informatiom into core as described
previocusly.,

The 1/0 functions must be capéble of handling the option of eitherv
paper tape or disk source files, although this function will be part of

a separate file to paper tape copying facility,
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2. Desk Calculator

The Desk Calculator function will be expected to operate in much the
same manner as it does currently, perhaps with an extension to the repvr-

toire of mathematical function.

3. Assemblers: Macro and PAL

The users of Macro and PAL will be categorized as system programmers,
As such, they will be expected to know the dynamic statekof their programs
and will, therefore, be responsible for performing the functions of "“page
turning” when desired. The assemblers should provide macros for calling

these and the other monitor subroutinpes.

4. DDT Debugging System

Only minor alterations are foreseen here. Expansion of table sizes
will be made practical by the virtual 64K memory and the "'page turning®
concepts., DDT and the DDT symbol table should be part of a virtual file,

and as such, invisible to a user program.

5. Loader

The loader must perform the functions preseatly accomplished msnually
of loading into core the primary executable module 2f each user’s program.
The loader will be controlled by the monitor which will pass to it the
parametexs indicating the file to be loaded and the option switches entered
via the monitor console commands. Eventuélly, &he'loader‘will also have
the ﬁunction of link editing the non-monitor subroutines called by’other
languages. Each language processor requiring a lick edit phase will use
the same loader, Interpreters may require dynamic loading of large sub-
routines, Compiled programs usually function best with subroutines resident

with the calling module when space permits. The loader should be capsble of
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handling both functions.

6. FORTRAN Compiler and the FORIRAN Operating System

Most of the modifications to FORTRAN will be extensions réther than
alterations., Initially only wminor modifications would be made which
allow input and output to be both named files. The compiler must be
designed to handle larger programs than limitation now permit, up to a
64K program. The compiler does not produce machine language object code,
but rather input to an interpreter under the FORTRAN Operéting System,
The interpreter will be burdened with the table of “paging" program seg-
ments based upon informaticn passed to it in the fprm of tables by the
FORTRAN compiler. During execution of programs the interpreter must
check various compiler output tables in order to perform proper address-
ing ing and checking. Many of these checks may be turned off in a properly
debugged program. This no-check option is particularly important in the
functioning of this intevpretex.

The FORTRAN Operating System will now be required to automatically
perform the functions of compile, load and execute by creating and read-
ing from temporary data files it.establishes on disc instead of doing its
intermediate I/O through paper tape. 7The load~iink edit step should be

accomplished by a call to the Loader from the FORTRAN Operating System.

B. SOFTWARE TO OPERATE IN CONJUNCTION WITH COMPUTAR NETWORKS

1. Job Flow to Processors

All jdbs passing through the PDP-8 will be assigned to a particular
processor by being placed in the appropriate queue. The program to
accomplish this function may have the same priority as any other user

program sharing the PDP-8 control processor.
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If a central data file is established for all the processors, the
particular CPU assigned to accomplish the current task will be given
only & pointer in its queue to the job. The particular CPU msy then use
either its own intermediate storage devices or those in the shared bank.
All buffered output resulting from any CPU execution must be assigned
back to the central data file where it will be added to the PDP-8 queue
of jobs to be output onto peripheral I/O devices, The output functions
will again be accomplished by a user-priority PDP-8 program which will
refer to the monitor where its job queue will be stored, Storing this
queue in the PDP-8 monitor will eliminate the need for further inter-

- program communication.

2. Job Sharing
Many jobs consist of several job steps, somé of which require high

speed CPU’s, whereas others cannot justify the high overhead costs of the
same processor, For examplgs the job may first be assigned to the PDP-8
for editing purposes, then to the UNIVAC 1108 for compilation and execu-
tion phases, Similarly, a PDP-8 assembly language program may f£irst be
7assign@d to the IBM/360 for a high speed assembly and ther back to the
PDP-8 for execution. When jobs are so shared, status words and condition
codes must be appended to the jobs and passed between steps. Condition
codes may designate the severity of exrors encountergd in a joby step to
be optionally checked before execution of the successive step.

| (implementation of a PDP-8 assembly language assembler on a largex
machine, as used in the example above, is being planmed for early imple-

mentation necessitated by the absence of a linme printer on the current

PDP-8 configuration.)
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CHAPTER IV

STRUCTURE OF THE MONITOR

The total amount of core reserved for t@e resident monitor is 4096
words, This will not be enough to contain all the programs. Certain
monitor programs have to be stored on the disc and be run like a user's
progranm. The monitor programs which will reside in core permanently are
ﬁhgse which will be used very often and/or are necessary directly to keep

the system running.
A, MAP OF MEMORY

The monitor programs can be divided into 2 groups:
1. The resident programs and files

2. The non-resident programs and files.

1. Resident Programs and Files

(1) Interrupt identifier routines
(2) Scheduler routines

(3) Clock service routines

(4) Trap service routines

(5) Disc service routines

{6) 1/0 routines and 1/0 buffers

(7) Teletype handling and line editing

1.1 - 1.4 Ko software is written yet;that is why no numbers for
raquired core are available.

1.5 Disc Service Routimes. These routines control the swapping and

handle the file access mechanism. In oxder to prevent too much swapping
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70 be able to access information from the files, thevmonitor has resident
a block of 8 words per open file, ihese 8 words will contain enough cur-
rent history to make most of the file accesses direct without having to
search through the whole file structure as described under part B of
this chapter.
The information an 8 bit block coatains is described in the Appendix %,
"Current File Information".
Assuming that on the average there are 3 files open per use#, then
given there are 20 users, we nced 20 x 3 x 8 = 60 x 8 = 460 woxrds = 3.8 pages.

1.6 I/0 Routines. This program takes care of the input, output and

buffer service for the teletypes and the high speed papex tape reader punch,
It includes the routines of the 680 teletype interface; area for the
1/0 buffer and 2 status words for every 1/0 device. |

Storage is required for:

7 680 teletype interface 274 x 7 x 20 = 294 woxds = 2.3 pages

1/0 buffer 5.0 pages
Status words ' 22 x 2 = 44 words = 0.35 pages
| total 7,65 pages

The above total does not include a program to pack and unpack the
status words and the characters in the buffer and to assign and release
buffers.

How the I/0 buffers and the status words look like is described under

“"Input Output Buffer” in Appendix C.

1,7. Teletype Handling and Line Editing. The monitor has to be
able to do very simple editing ﬁunctiong:
(1) Dekting a character |
(2) Deleting a whole line.

(3) Recognize a cérriage return
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(4) Recognize an input termination character
(5) Recognize a character to move into monitor-console come
munication state,

Point 4 above is added because certain programs allow a user to type
in some input string after which the system responds by typing the answer
on the same line., Like DDT, for instance, allows a user to type in the
name of a variable after which the system prints on the same line the
current value of that variable. |

The amount of core needed for buffers and the 680 program can be
computed now,

I/O routines with buffers 7,65 pages

Current file bdffers (sec, 1.5) 3.80 pages
Total 11.45 pages

A special page in the monitor hes to be reserved for bringing in the
page containing the user’s directory, for making changes and copy certain
parts in the file blocks., This aree of 1 page can be used also to bring
in the page with pointers in case of indirect. (See paxt B of this chapter.)

The area in the 4K free for the programs mentioned under A.1 is
32 -~ 12.45 = 19,55 pages.

Of the 19,55 pages, 1 page will be needed to contain a bit table

for disc memory allocation,

2. Non Resident Programs and Files

These are:

- (1) Syantax Analyzer
(2) Tape handling routines
(3) Error message filen

(4) Main Directory
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2.1 The Syntax Analyzer. This program analyzes the instructions
given to the monitor° Together with‘the program, a list of all monitor
instructions is stored. Appendix A, "Monitor Instructions™, gives a
listing of these instructions.

2,2: Tage Handling Routineg. These include & set of routines to
handle the type 555 DEC tape unit and a program to transfer from files
on the disc to the tape files and vice versa. |

2.3 E:ro;‘ﬂEssage File. This 1is a collection of error messages
due to efrors,caused by a wrong use of monitor instructions, |

2.4 Main Directory. A search program together with the main

directory are stored in one file, The main directory contains all the

legal user-numbers.,
B. THE FILE STRUCTURE

With the File Structure is meant the way of access and storing of
informstion on the disczfile, Figure IV-~1 shows the different levels of
the file structure together with the 4 sub divisions. These ares

| 1., Non xesidént monitor £ile(s)

2, System directory (binary)

3. System directory (text)

4, Main directory

As discussed under part C of ChaptervI; the smallest addressable

quantity is 1 page.

1; Non Resident Monitox File(s)

In the resident momitor pointer(s) will be stored pointing directly
to the non resident monitor f£ile(s). Together with these pointers, in-

formation about the number of pages of the file(s) will be stored.



@ 22"

2, System Directory QBinarxz

This directory will consist of a list of 4 word blocks where 1 Mlock
is used for every file in the directory. Figure IV-2 shows how the 4

woxrds can be used.

3. System Dixectorz (Text)

This directory will be identical to the System Directory (binary).

4. Main Directory

In this directory are stored all the legal user-numbers, together
with a pointer to the corresponding_ﬂser‘s Directory and some additional
information. See Figure IV-3,

4,1 User Directory. All the files a user can have on the disc are

contained in this directory.

Per file a block of 16 words is used. See Figure IV~-4, The &4 point-
ers from Figure IV-4 can be used as direct or indirect pointers. This is
determined by the control word, See Figure IV-5. The maximum size of a
file to which can be pointed to directly is 4 x 4 = 16K, When the indireit
pointer is used the maximum size of a file can be 64 x 8 pages = 64K,

Given the fact that we have 1 page for the User Directory and that
it takes a block of 16 words per file, 8 f£iles can be on the disc per

user-number.,

Figure IV~6 gives a block structure of the file system for user files,
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CHAPTER V
IMPLEMENTATION PLAN

The design of this machine is such that the system can be used as
a stand alone system or in conjunction with a bigger inchine.-

The stand alone system will be the first stage in the design. By
January, 1968 the monitor is planned to be written, together with changes
in the existing software package. In parallel with this, the required
hardware modifications will be done.

After the system as described in this paper will be realized, at
some future time modifications will be made to use it in conjunction with

a higger system,
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Mrmﬁmufi¢S(PM)
= S0
S A
HZ/ f; S(DMOT Multiplexor) 0
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vhere: M=memory, S=switch, P=processor,
K=control, and T=Terminal

M(core) = M(1.5MS/w, 4096w, 12b/w)
M(Data Disc) = M(fixed head disk, 4.5x«zs/wora + %\
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D = bits
W = word
8 = secC,
k = kilo

FIGURE I-1.
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TELETYPE
CONNECTOR
PANEL
682

pPOP-8 e 8 :
. SERIAL LINE T} MATRICON
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FIGURE I-3. DATA COMMUNICATION SYSTEM BLOCK DIAGRAM
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The first 2 words are used to store 4 charzéters,
char 1 char 2 _
i - 4 this limiting the name of a file to be 4 characters
cha:;B : char 4 1 lomg at most. The 3rd word 1s a pointer which points
~ to the first page of the file on the disc., The 4th
pointex

word contains a counter to indicate how many pages

' FP'>°£;P?$*5 the file is; the rest of the word is not used.

7
FIGURE IV-2
: e User-numbers. are allowed to consist of up to 6
char 1 char 2- v
char 3 char 4 characters. The wor@s 1-3 are used to store the
char 5 char 6 user numﬁer, Word 4‘contains a pointer poiéting to
T one page containing the User's Directory., Words
. polnter |
* ' 5-8 are used for additional information storage,
additional . )
like: billing, etc.
information
FIGURE IV-3
char 1 : cﬁa?iZ 1Similar to user-numbers, file names are allowed to
char 3 _char 4 consist of up to six chardcters. This is done also
char 5. | char 6 » o |
control word . in order to be compatible with the DEC Tape file
_polater T structure. The file pame is stored in the words 1-3.
pointer 2 ‘ : ' : .
7 o The 4th word contains information about the & pointers
’ pointer 3 _ ‘ _ )
pointer & 5.8, In the words 9-16 can be stored information
[ additional illke: read only, secret, etc.
R ' ' 1 ,
' )
E information - 1
L - 1

FIGURE IV-4
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0 1233 4,5,6 7 819 10 11 -
B The control word 4 from the preced-

ing figure is divided iuto 4 3-bit
FIGURE 1V-5 : ' _
» words, a 3-bit word for every pointer.
The 3-bit word tells whether the pointer is used and if so, whethéf the
corresponding pointer points direct or indirect, and in case of direct, to

what size of a block it points,

0. 0 1] . pointer not uged

0 0 1 | points dir;§t~to 1 page

0 T Qb_ points direct to 8 pages
0 1 1 | points direct to 32 pages
1 0 0 points.indireét

When the pointer points indirect it always poiunts to a 1 page block. Hslf

of the words in that page can be used. When any of the words 1 through 64

are non-zero they are pointers which point directly to a block of 8 pages. .
Only the 1st pointer of the 4 indicated in Figure IV-5 can point

indirect. The 3 other pointers are not used then.
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 the console. !

When a C occurs in

LA

APEEWDIX A
MONIZOR INSTRUCTIONS

the right colum the command can ba isgsued from
'.Mnarmqmmmhmwmmm

mmuatmwmuitmwuhahum,:l.nchaimplemta
tlmmn!.cswiubawm

1
26
3.
4.
5.
6.
7.
8.

9.

10,
11,
12,
13.
14,
15,
16,

17.
18.

Wﬂt.

List

Open A

Close A

Delate A
Create A
Rename A,B

load A, By C, D

Load tape A,B,C,D
Dump tape A,B,C,D
Start A : |
Stop at A

Stop

Sontinue

Macro A,B

Pal A,B

Fortran comp A,B

1iste user's £ilenames

. make f£ile A aéeasaabl_a

make file A inaccegeable

deletes file A

creates new fila A

call file A, B

load paéeaa to A + B ~1 of diec fila C
into core starting at page D

load pages A to A + B ~»1 of core ento
disc file C atartiag at page D

1like Load onlj from eap;

like Dump only onto tape

-start executing at core location A

stop executing at core location A

stop executing

continue processing

apply macro assembler to file A
put reéuits into £ile B
like macro

cdmpilé“file A, result in B

P,

P,C
2,C
P,C
P,C
B,C

P,C

?,C

P,C

P,C

P,C

P,C



19. Fortran exec, A,B

20,
21,
22,
23,
24,
25.
26,
27.
28.
29.
30.
31,
32,
33,
34,
35.
36.
37.
38,

DDT A,B
Editor A,B
Chang mode
Append A,B
CPU

TIME

Users
Assign A
Release A
Set 8wWR
Secret A

Read only

Read only others

Free‘
Save
Print A

Read A

Read high speed

Punch

w32

change from user to monitor mode
éoncntcnntc file 3 to A

print Status of machine

- print -time - -

print number of users

assign device A

release device A

set switch register

declare file A secret

declare file A read only

declare fiie A read only for others
make file free |

saves current machine state

print on teletype A

read from keyboard A

‘read from high speed reader

output on high speed punch

P,C
P,C
P,C
P,C
P,C
?,C
P,C
P,
P,C

P,C

Lo~ IR - B B
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APPENDIX B

CURRENT FILE INFORMATION

As described in Chapter IV, part A under Disc Service Routines per

open file a block of 8 words is stored in the monitor. The layout of

this block is shown in Figure B-1,

1 ‘Informationu_. A

2| about file

. 3 Control word

4 ’.Pointer 1

5 Pointer 2

6 .Pointerb31

7 Pointer 4 ,

8 Pointex to néxc
"~ block

FIGURE B-1

The first two words contain information about

the file, like: £ile number, read only, secret,
ete. |

Word 8 contains (if not = 0) & pointer to the

next block.

Words 3-7 are a copy of the corresponding words
from the User’s file directory. In case of direct
all the information about the file is available

in the moniibr. In case of indirect the first
pointer is used to point at the page the (at

maximum 64) pcinter are stored, and the 3 remain-

ing pointers can be used to point at three 8 page file blocks. These 3

‘pointers are just a copy of 3 of the 64 pnséible pointers from the page the

first pointer points at.
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APPENBIX C
INPUT OUTPUT BUFFER

Because of the very limitéd amount of core memery available for the

monitor programs oﬁl.y ‘5 pages x"veré_ reserved for the 1/0 buffer. ;

The buffer area is divided into blocks of 8 words. Using packing

techniques every block will be able to store 10 charasters. See Figure C:1.

1| char 1 | .char 2
. 2| char 3 char 4
3| char 5 char 6
4| char 7 | ,cﬁar 8
5| char 9 char 10
6 | remaining -
71 2 bits/char
g | 1imk to | Fount-
next block er
FIGURE C-1

The ﬁ:’st- 6 bits of every character afg stored

in the first 5 words. The remaining 2 bits/char.
are stored in word 6 and 7.

The 8th word has a counter (4 bits) to keep ﬁtack
of ei;'e number. of stored chamcteis- and a pointer

to the next block. | |

The total number of 8 bit blocks is 5 x 128/8 = 820.

So the p_o:i.n_ter.’tn Figure 1 has to be 7 bits long.

A full input line consists out of 72 characters
vhich means that the maximum number of blocks for

input will be 8, For output we will restrict

Tn case of the high speed reader (300 char/sec.) we will ,tés.t:tict the

maximum number of blocks to 6 and 15, respectively.

From I/0 buffer point of view a teletype is considered as 1 device

having only 1 buffer uirlch serves as either input or output 'bu.‘ffe‘;:,

Somewhere in the ménitor information concerning the teletypes and

“ha® - to be stored,

the Bigh speed . paper tape readér/ punch and other possible I/O de¥ices



The infprmation Lis

1. Usage of thz hufter for lapyl nr vutput

2. Nu@?ex of blpcks thy: hufﬁe$_wmnﬁﬁsta of

3. Pojnter to the fiysg blogk nf the buffer
b, Pojnter to the &ﬂgt block af rhe buffer

5. The user the L/G dayice is sasigaed to.

All the information Ab@ge can B¢ pentsined iy I words per device,

Sea Figuve CaZQ

6.1, 2, 3, 4, 5,6, 7, 8, 9 | o y
ifﬂ b;gdﬁ pdluﬁ;m i”ﬁT“E&“ ] A 910ck structure of the 1,0
R - i Zek soroeend  buffering is shown in Pigure C-3.

aqsignmhnt po étziaiz as E j |

FI&URF C-2

FIGURE C-3
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APPENDIX D

The results of a simulation of groups of people editing is shown in

the next pages.

The assumptions méde were:

1. The time it takéa to tybewirte a line is distributed Normal with
expected value = 8 sec’and o = 2, The tails < 1 sec and > 60 sec
were cut off,

2., The computation time to process a line has a Normal distribution
with expected value = 20 msec and g = 10 msec., The tails <10 msec

and > 60 msec were cut off.

The printout shows the array wait, which 1s the time a user has to
waiz after entering a full line to be able to enter the next line., 'The
computation time, swapping time and overhead are included in this waiting
time.

The distribution function and the cumulative distribution function of

the waiting time are included in this appendix.



04 SEP 67

PAGE 45

NUMBER OF USERS= 10

WAITI Q)= OQ,u

STEP SIZE= 5MSEC

WAITt 1) 0,0

WAIT! 2)= 0,0

AVERAGE WAITINGTIME=

46,46
WAITI 33= 0,0

_WAITI 4)= 0,0

WAIT! 5)=m 0,0

QAIT[ 6l 0,¢
WAIT(12]= 97,5

WAITL 71= 3.0
WAITI131= 97.7

WAITL 8)= 14,89
WAITI14)® 98,9

WAITL 9)= 43,86
WAIT([151® 99,0

WAIT(10]l= 75,32

WAIT(16]= 99.1

WAITI11)m 96,3
WAIT117)m 99,3

WAITI181= 99,8
NAIIL24]=100.m

WAIT1191=100,0
WAIT(25]1=100,0

WAIT1201%100,0
WAIT!26)2100.0

WAIT(211=100,0
WAIT[271=100,0

WAIT(22)=100.0
WA1T(281=100.0

WAIT123)=100,0
WAIT!29)w100,0

WATT(301=100,0
WAIT(361=100,¢

WAIT[311=100.0
WAIT(371=100.0

WAIT(32)=100.0
WAITI{38)®100.0

WAITI33)m100,0
WAIT[39)=100,0

WATT(341=100.0
WAIT(40)2100.0

WAIT(351®100,0
WAIT141)m100,0

NUMBER OF USERS= 20

STEP SIZE= 5MSEC

AVERAGE WAITINGTIMEms

48,42

WAITL 0)= 0eU
WAITL &)= 0.4

WAITIL 11= 0.0

WAITL 71= 0.0

WAITL 21= 0.0
WAIT( 8}= 14,09

WAITL 3)= 0,0
WAIT( 9= 37,16

WAIT( 4]= 0.0

WAIT(10)= 66.53

WwAITt 5Te 0,0
WAIT(41]= 89,7

1

WATITI12]= 92,51

WAIT18]= 99,5

WAITI131= 94,21

WAITI191= 99.7

WAIT(14)= 95,1
WAITI20)= 99.8

WAITI15)= 96,7
WAITI21)® 99,9

WAITLI16]1= 97.6
WAIT(22]= 99.9

WAIT147)a 98,7
WAITI23!m 99,9

WAIT(24])=100,¢
WAI1T[(30)=100.4

WAIT[25])=100.0
WAIT[311=100.0

WAIT[26]12100.0
WAIT[321=2100.0

WAIT([271=400,0
WAIT(33}=2100,0

WAIT(28])=100.0
WA1T[13413100,0

WAIT1291100,0

_WAIT|351=100,0

WATT(36]1=100,¢

WAITt371=100.0

WAIT(38]1=2100.0

WAITI391=100,0

WAIT1401=100.0

WAIT141)%100,0

NUMBER OF USERS= 30

WAITE 01= 0.0

STEP SIZE= SMSEC

WAITE 11 4.0

WAITI 21a 0.0

AVERAGE WAITINGTIMERm

49,41
WAIT[ 313 0,0

WAIT! 41= 0.0

WAITI 6l= 0,38

WAIT[12]= 89,31

WAITIL 71= 0.0

WAIT(13])= 91.31

WAITI 8)= 13,49
WAIT(14)s 93.71

WAITL 91= 38,76
WAIT[15)= 95,0

WAITI101= 63.84

WAITI16]= 96.3

WAIT(11)= 87,2
WAITt17])a 97,5

1

WAITt18]= 98,4

WAITI19]l= 98.8

WAITt20)= 99.5

WAITl21)= 99.7

WAITI22]1= 99.7

WAIT(23)a: 99,7

WAITI24]1= 99.8 WAIT[251= 99.9 WAIT(261=100.0 WAIT(271%100.0 WAIT(28]1=100.0 WAIT129)1=100,0
WAITI30)=100,u WAIT[31]1=100.0 WAITI32)=100,0 WAITI331®100,0 WAIT(34]1=100.0 WAIT|35]2100,0
WATT(36)=100,¢ WAITI371=100.0 WAIT[38]=100.0 WATTI(39)=100.0 WAIT!1401=100.0 WAIT{41]12100,0
NUMBER OF USERS= 40 STEP SIZE= S5MSEC AVERAGE WAITINGTIME= 51,13
WAITL 0l= 040 WAIT[ 1l= 0.0 WAITL 21= 0.0 WAITIL 3)= 0,0 WAITL 4l= 0.0 WAITt 5im: 0,0
WAITI 61= 0.0 WAITL 71= 8.0 WAIT( 8}= 14,09 WAIT( 91w 37.16 WAITI10]= 61,64 WAIT111)= 81,72
WAITI12])= 84,42 WAITI13])= 86,91 WAIT([t4)= 89,71 WAITI15])= 92,11 WAITI16])= 94,21 WAITI17)= 96,0
WAIT(18])= 97.1 WAIT[191= 97.9 WAITI20)= 98.1 WAIT([211= 98,7 WAIT(221= 99.2 WAIT|23)m 59,4
WAIT[24]= 99,6 WAIT[251= 99.9 WAIT(26)=100.0 WAITI271=100,0 WAIT(28]1=100.0 WAIT1291=100,0
WAIT(301=100,0 WAITI311=100.0 WAITI(321=100.0 WAITI33)=100,0 WAIT(341=100,0 WAITI351100,0
WAITI36]1=100,0 WAITI371=100.0 WAIT(381=1G60.0 WAITI39]=100,.0 WAIT140]1=100.0 WAIT(411=100,0
NUMBER OF USERS= 50 STEP SIZE= S5MSEC AVERAGE WAITINGTIMEs 53,17 ,
WAIT[ 0l= 0,u WAITL 1)= 0,0 WAITL 2)= 0.0 WAIT[ 3i= 0,0 WAITL 41= 0.0 WAIT! S)la 0,0
WAITL &l= O,u WAITL 71= 0.0 WAITL 8)m 12,39 WAITI 9)m 35,26 WAITI10]= 57.84 WAITI11)= 76,32
“WAITI12)= 79.02 WAITI13])= 82,82 WAITIt4)= 85,91 WAIT(15)= 89.01 WAIT(16]= 92.01 WAITI17)s 94,41
WAITI18]l= 96,6 WAITLU19]1= 97.0 WAIT(20)= 97.8 WAIT[21)= 98,2 WAIT(22]1= 98.3 WAIT1231= 98,7
WAIT(24]= 98,9 WAIT(25])= 99,1 WAITIR26)= 99.4 WATTLl27)% 9946 WAlT(28]= 99.7 WAIT129)= 99,7
WAITI30]= 99.7 WAITI31]= 99.8 WAITI[32)= 99.8 WAITI[33)= 99,8 WAIT[34]= 99.9 WAIT(351= 99,9
WAIT(36]= 99,9 WAITI371= 99.9 WAIT(38]1= 99.9 WAITI39)= 99,9 WAITI401=100.0 WAIT(41]=100,0




MODE

3, LIMITSE M

IN C.0:000 »+00, MAX

3.14685 »+01,

INT/COL 3,14685 .»01, PAGE 1 OF GRAPH 73!
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MODE 3, LIMITSY MIN €,.00000 L,+00, MAX 1.00000 »+02, INT/COL 1,00000 .00, PAGE 1 OF GRAPH' 76:
000 010 20 030 040 050 060 07d 080 090 100
000 Bemovegrawe | mormmerrcwn | termranmn | onamwrge [ necrgamr—am | T am-——- -I_L—v-nw.nn'ﬁang---—clnunnagnim!--'q_p_--n--I
0ol 5 | | [ | | | | | 1 |
gn2 5 | | i | | | | | 1 |
003 5 | i i | | | | | | |
0o4g % | | | ] | | 4 | | |
005 5 | | | | | | | i | |
006 5 | | | | | | L | | |
007 5 | | | | | | | | | |
0n8 A |_5341 | L I | | L 1 | |
009 A | | | 5 4 3| i | | 1 1 | |
010 A===m=smesme=|=mmacecsec|sccesamsn|ormmmscym|nbmanm=ve|cana===5e|ududvcdan|pnenina-cfo-unmnesnfsonumnns]
011 A | | | | | | | 5 | 4 T 2 1 |
012 A L I I | I 1 i 51 4 31 2 11
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014 A | | | | l } | | ] 4 X2 11
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017 A | | | | ! | | | I B 4 32|
018 A i | ] ] | | | | ] 53 2
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