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PREFACE

This handbook provides the information required for an analyst to install the Network Operating System/Batch Environment
(NOS/BE). It describes the general installation process, lists the operating system and product set release materials, and
gives detailed procedures and installation parameters needed for the operating system and individual product set members.

An analyst using this handbook should be familiar with CDC CYBER 170, CYBER 70, or 6000 series computer systems.
For installation purposes, information provided in the NOS/BE Reference Manual and NOS/BE Operator's Guide is needed.
To set installation parameters and maintain the operating system and product set, the analyst should have access to the
Update Reference Manual, COMPASS Reference Manual, and SYMPL Reference Manual.

This manual is divided into three parts.

Part I Lists the installation and verification job decks and the options available with them; also
outlines the general installation procedure and illustrates the order of installation.

Part II Lists the release materials, detailed installation procedures and parameters, and any additional
information for the operating system and each product set member.

Part III Contains a cross-reference listing showing routines that reference installation parameters.

RELATED PUBLICATIONS

The NOS/BE Manual Abstracts is a pocket-sized manual containing brief descriptions of the contents and intended audience
of all NOS/BE and NOS/BE product manuals. The abstracts can be useful in determining which manuals are of greatest
interest to a particular user.

Control Data also publishes a Software Release History Report of all software manuals and revision packets it has issued.
This history lists the revision level of a particular manual that corresponds to the level of software installed at the site.

The following manuals contain additional information on the NOS/BE Version 1 supported software and hardware.

Control Data Publication Publication Number

ALGOL Version 4 Reference Manual 60496600
ALGOL-60 Version 5 Reference Manual 60481600
BASIC Version 3 Reference Manual 19983900
COBOL Version 4 Reference Manual 60496800
COBOL Version 5 Reference Manual 60497100
COBOL Version 4 to COBOL Version 5 Conversion Aid Version 1 Reference Manual 19265021
COBOL Version 5 Diagnostic Handbook 60482500
Common Memory Manager Version 1 Reference Manual 60499200
Communications Control Program Version 1 Reference Manual 60470000
Communications Control Program Version 1 Operator's Guide 60470100
Communications Control Program Version 1 Diagnostic Handbook 60470200
Communications Control INTERCOM Version 3 Reference Manual 60471150
COMPASS Version 3 Reference Manual 60492600
CYBER Cross System 1 Reference Manual 96836000
CYBER Cross System 1 Diagnostic Handbook 96836300
CYBER Cross System 1 PASCAL Compiler Reference Manual 96836100
CYBER Cross System 1 Macro Assembler Reference Manual 96836500
CYBER Cross System 1 Micro Assembler Reference Manual 96836400
CYBER Cross System 1 Link Editor and Library Maintenance Programs Reference Manual 60471200
CYBER Interactive Debug Reference Manual 19265356
CYBER Loader Version 1 Reference Manual 60429800
CYBER Record Manager Basic Access Methods Version 1 Reference Manual 60495700
CYBER Record Manager Version 1 Guide for Users of COBOL Version 4 60496000
CYBER Record Manager Version 1 Guide for Users of FORTRAN Extended Version 4 60495900
CYBER Record Manager Advanced Access Methods Version 2 Reference Manual 60499300
MSL 100 Off-Line Maintenance System Library Reference Manual, Volume 1 60455770
Data Handler Version 1 Reference Manual 17322100
DDL Version 2 Reference Manual

Volume 1 Schema Definition 60498400

Volume 2 COBOL Sub-Schema Definition 60498500

Volume 3 QUERY UPDATE Sub-Schema Definition 60498600
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Control Data Publication. ' Publication Number

DDL Version 3 Reference Manual

Volume 1 Schema Definition 60481900

Volume 2 COBOL Sub-Schema Definition 60482000

Volume 3 QUERY UPDATE Sub-Schema Definition 60482100
CYBER Database Control System Version 1 Reference Manual 60498700
CYBER Database Control System Version 2 Reference Manual 60481800
Data Base Utilities Version 1 Reference Manual 60498800
Data Catalogue 2 Version 1 Reference Manual 60483200
EXPORT High Speed Reference Manual 60456880
Query Update Version 3 Reference Manual 60498300
FORM Version 1 Reference Manual 60496200
FORTRAN Extended Version 4 Reference Manual 60497800
FORTRAN Extended Version 4 Debug User's Guide 60498000
FORTRAN Common Library Mathematical Routines Reference Manual 60498200
FORTRAN Data Base Facility Reference Manual 60482200
FORTRAN Version 5 Reference Manual 60481300
FORTRAN 4/5 Conversion Aid Reference Manual 60483000
Graphics Product Family General Information Manual 76077000
INTERCOM Version 4 Reference Manual 60494600
INTERCOM Version 4 Interactive Procedure Guide 60495200
INTERCOM Version 4 Interactive Command Summary - 60495300
INTERCOM Version 4 Guide for Users of FORTRAN Extended 60495000
INTERCOM Version 4 Guide for Users of COBOL 60495100
INTERCOM Version 4 Remote Batch User's Guide 60496100
INTERCOM Version 4 Remote Batch Command Summary 60495400
INTERCOM Version 4 Multiuser Job Capability Reference Manual 60494700
INTERCOM Version 5 Reference Manual 60455010
INTERCOM Version 5 Guide for Users of FORTRAN Extended 60455950
INTERCOM Version 5 Guide for Users of COBOL 60455960
INTERCOM Version 5 Remote Batch User's Guide 60455890.
INTERCOM Version 5 Interactive Command Summary 60455840
INTERCOM Version 5 Remote Batch Command Summary 60455850
INTERCOM Version 5 Multiuser Job Capability Reference Manual : 60456070 -
NOS/BE Version 1 Reference Manual ' 60493800
NOS/BE Version 1 Operator's Guide 60493900
NOS/BE Version 1 Diagnostic Handbook 60494400
NOS/BE Version 1 System Programmer's Reference Manual ‘ 60494100
NOS/BE Version 1 User's Guide 60494000
NOS/BE Version 1 Applications Installation Handbook 84000980
NOS/BE Version 1 On-Line Maintenance Software Reference Manual 60453900
NOS/BE Manual Abstracts 84000470
NOS/BE Version 1 Diagnostic Index 60456490
PL/I Reference Manual 60388100
Programming Reference Aids 60158600
SCED Version 1 User's Guide 60494800
SIFT Version 1 Programming Systems Bulletin 60496500
Sort/Merge Version 4 Reference Manual 60497500
SCOPE 3.3 to SCOPE 3.4 Conversion Aids Programming Systems Bulletin 60358200
SYMPL Version 1 Reference Manual 60496400
Update Version 1 Reference Manual 60449900
8-Bit Subroutines Reference Manual 60495500
1700 MSOS IMPORT HS 1 Reference Manual 96719200
SCOPE 2.1 Operator's Guide i 60455090

The NOS/BE Version 1 Station Operator's Guide/Reference Manual is replaced by the NOS/BE Version 1 Operator's Guide
and the SCOPE Version 2 Operator's Guide. The NOS/BE to NOS/BE link is described in the NOS/BE Version 1 Operator's
Guide. The NOS/BE to SCOPE 2 link is described in the SCOPE 2 Operator's Guide. Where the Station Operator's
Guide/Reference Manual is mentioned in the text, the reader should refer to the appropriate operator's guide.

Effective with the release of PSR Level 499 (NOS/BE 1.3, third corrective code release), CEMS support for the 657 and 659
tape units and 841 multiple disk drive is withdrawn. References to these devices and their interfaces to the software have
been deleted from all product support manuals except this manual. Although the installation information for these devices
which are no longer supported is retained in this manual, it is not to be construed as continued CEMS support. Rather, it is
an accommodation to your continued use of the equipment and the code supporting this equipment, despite the withdrawal
of future CEMS support. '

DISCLAIMER

This product is intended for use only as deseribed in this document. Control Data Corporation cannot be responsible for the
proper functioning of undescribed features or parameters.
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GENERAL INSTALLATION 1

NOS/BE INSTALLATION PROCESS

Installation of the NOS/BE system is an incremental process in which each produet binary file is entered into a set of user
library permanent files or into the host NOS/BE operating system through the use of the EDITLIB utility. This is an ordered
process in which strict adherence to product interdependencies must be maintained. Several build options allow integration
of the products supported by NOS/BE and onsite tailoring of these products. Two generalized methods for producing an
integrated system, the user library method and the running system modification method, are provided.

USER LIBRARY METHOD

The user library method is the most reliable and efficient method for producing a tailored NOS/BE system. This installation
method maintains each product binary file in a set of user library permanent files on either a private or public device set.
This set of user libraries is self-contained such that the host NOS/BE operating system supplies only the basic operational
capabilities of file manipulation, job scheduling, and resource management. The user library method has the advantages of
not interrupting normal batch and interactive processing in a production environment, and providing more reliable recovery
from possible failures of the host NOS/BE system.

Disadvantages of this method are that certain types of build errors are not discovered until a deadstart tape has been
created, and some host system modifications may be required when a key interface or a build tool such as EDITLIB changes.
This method is used to build all intermediate development systems.

RUNNING SYSTEM MODIFICATION METHOD

With the running system modification method, the installation enters each product binary file into the host NOS/BE system
either from a release tape or from the reassembled binaries produced by a previously executed assembly deck. This method
enables the installation to verify the integrity of these new binaries by executing verification programs as soon as the new
binaries are installed, and also conserves mass storage space.

Disadvantages of this method are that a production environment cannot be maintained during the build process without
frequent interruptions, and recovery of the modified NOS/BE host system may be impossible.

BUILD PREPARATION

Installation of a NOS/BE system requires a working knowledge of the utilities Update and EDITLIB. Familiarity with the
operational characteristics of the NOS/BE operating system, its constituent texts, and control language statements is
assumed. Additionally, knowledge of the functional characteristiecs of COMPASS, CDC CYBER Loader, COPYL, ITEMIZE,
FORTRAN Extended 4, FORTRAN Common Library 4, SYMPL, and CDC CYBER Control Language is required for
installation of the basic operating system components. Refer to later sections of this manual for dependencies which
require knowledge of other system components.

In addition to the information contained in this document, supplemental information related to a specific release level is
contained in the Software Release Bulletin associated with that release level. Deck REASON on the installation decks oldpl
also contains specific release installation information. The installation decks oldpl is present as file three of the batched
corrective code tape. Part III of this document contains a eross-reference listing to aid in the examination of generalized
installation parameters which may be tailored to a specific configuration. Submit a job of the following form to obtain a
listing of the installation decks oldpl for use as a reference during the installation process, and to save these decks as a
permanent file for subsequent use.

DECKS, T100, MTI. (or NTI1)

REQUEST (OLDPL,HY) (or HD) Assign BCC tape
REQUEST (NEWPL,*PF)

SKIPF (OLDPL,2,17)

UPDATE (F,N,*==,C=0,R,L=A7)

CATALOG (NEWPL,DECKS,ID=INSTALL)

6/7/8/9
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BUILD TECHNIQUES

The key deck in either the user library or running system method of building systems is the deadstart creation deck. DSTI is
used for the user library method; DST?2 is used for the running system method. Inspection of the conditional UPDATE =IF
DEF directives in DSTI and DST2, and the source statements they govern, provides information regarding the eventual
content and library structure of the deadstart tape to be created. Deck REASON provides a shortened list of these definable
parameters as well as all definable parameters for other decks. From these references, a generalized set of =DEFINE
UPDATE directives should be created which reflect all of the parameters associated with the produects to be installed. Each
deck extracted from the installation decks oldpl should be extracted with this generalized set of defines.

UPDATE common decks are implemented to provide constant locations for installation deck modifications. This imple-
mentation is generalized as much as possible to provide a basis for a CDC CYBER Control Language procedure file to be
used for deck extraction. (Examples of this usage are contained in deck REASON.) Specialized common decks which provide
locations in nonrepeatable sequences, such as in DST1 and DST2, are documented later in this section.

USER LIBRARY TECHNIQUES
The deck LIBS establishes the permanent file environment for the user library process. All user libraries are created with a

dummy routine ZZZ in each library. Subsequent installation decks delete this dummy routine. The UPDATE directive
=DEFINE ULIB must be added to the generalized set of defines being used when installing with the user library method.

Complete Builds and Assemblies

All appropriate I suffixed decks are extracted and submitted for execution. All product dependencies must be honored.

Partial Builds and Editlibs

Any products for which there is no corrective code can be entered into the user libraries by first executing the appropriate O
(Overlay) suffixed deck, if one exists. (Each product which has absolute binary modules should have a corresponding O
suffixed deck.) The output tape from the O deck is then assigned to the corresponding E suffixed deck to enter the new
binaries into the user libraries. For products containing no overlays, the E suffixed deck is the only required deck. The
NOS/BE system contained on PL1A and PLIB, as well as INTERCOM 4 and INTERCOM 5, require that the I deck be run.
Some produets provide special partial assembly or variant decks. These decks should be carefully examined and understood
before using them.

As in complete builds, all product dependencies must be honored.

Deadstart Tape Creation

Upon completion of execution of the last product installation deck, all user libraries should be saved on tape using a mode 1
DUMPF. Before executing the DST1 deadstart tape creation deck, the utility deck ULIB must be executed. This deck
creates a sequential library of the libraries USERPP and USERPS. It merges user library USERCC with library USERNUC
and invalidates USERNUC for subsequent rebuilds, if necessary. (The SAVE define can be used to create a second cycle of
USERNUC and avoid invalidating the original library. If this option is used, the high cycles of USERPP, USERPS, and
USERNUC must be purged before any rebuilding.)

Several alternative file locations for controlware, CMR libraries, CMRs, and diagnostic sequencer text records exist in
DST1. These options, along with alternatives for system residency, require that DST1 be tailored to meet specific needs.

RUNNING SYSTEM MODIFICATION TECHNIQUES

After each appropriate I suffixed deck has completed execution, the corresponding E suffixed deck must be executed. Some
products do not have a corresponding E deck; for these produets the binaries are added to the new system by the DST2
deadstart tape creation deck. Where an E deck exists, the output tape from each I deck must be assigned as input to the
corresponding E deck. All product dependencies must be honored including completion of the E decks before the installation
of dependent products. A few intermediate system EDITLIBs occur during execution of the I decks, primarily to upgrade
system text files. Partial builds using the O decks should be avoided, since the frequency of their use is rather low on
system levels different from the system level being built. This is true for partial assembly and variant decks also.
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DEADSTART TAPE CREATION AND TEXT RECORD USAGE

An example of how to capture the host NOS/BE system and its constituent libraries with deadstart diagnostic sequencer
routines is as follows.

CAPTURE,IO0,T0,NT1.
ACCOUNT(local accounting information)
REQUEST(NEWSYS,PE,RING,VSN=1234)
EDITLIB(SYSTEM,ERROR=3,MSGL=1)
UNLOAD(NEWSYS)

REWIND(OUTPUT)

7/8/9

READY(NEWSYS,NEW)
REWIND(NEWSYS)
TRANS77(IPL+OSB,SYSTEM)
TRANSFER(CED+MDR,SYSTEM)

TRANSFER (1,SYSTEM) - (Assuming only one CMR is present.)
TRANSFER(COM+LFP,SYSTEM)

TRANSFER(1,SYSTEM) (Applicable for 819 driver only) Optional
TRANSFER(0SY,SYSTEM) (844 half-tracking controlware) Optional
TRANSFER(0SZ,SYSTEM) (844 full-tracking controlware) Optional
TRANSFER(OMT,SYSTEM) (MTS controlware-66x tapes) Optional
TRANSFER(0SJ,SYSTEM) (885 disk drive controlware) Optional
TRANSFER(*,SYSTEM) (This directive is invalid if an attempt is made to omit an
INCLUDEP(SYSTEM) optional host system controlware package. Some combination
INCLUDE(NUCLEUS,SYSTEM,CM) of the above optional controlware is required by most sites.)

INCLUDE(SYSOVL,SYSTEM,CM)
INCLUDE(BAMLIB,SYSTEM,DS)
INCLUDE(SYMLIB,SYSTEM,DS)
INCLUDE(FORTRAN,SYSTEM,DS)

(An INCLUDE directive is required for each system library to be present on the new deadstart tape)

COMPLETE.
ENDRUN.
7/8/9
6/7/8/9

An EDITLIB LISTLNT of the host NOS/BE system or an ITEMIZE listing of the host deadstart tape is required to construct
the correct sequence described. Additionally, the controlware packages and optional product libraries required for the
target machine configuration must be determined. An examination of the deadstart tape creation decks supplied on the
installation decks oldpl can serve as a guide to the creation of this capture deck. A simplified capture deck, named DST3, is
provided on the installation decks oldpl.
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PRODUCT DEPENDENCIES

When the installation of one product requires the output tape from another product as its input, that tape must be upgraded
to the level of the system being built. Some products are stacked on a single release tape such that care must be taken to
ensure the integrity of the final output tape during the installation process. For example, the output tape from SYMPL must
be assigned as input to the maintenance package, and the output tape from 8-Bit Subroutines must be assigned as input to
FORM. For those sites with available disk space, the UPDATE directive =DF SAVE will create intermediate permanent files
to automatically satisfy these dependencies.

Several types of product interdependencies determine the installation order of the NOS/BE system. These dependency types
are as follows.

1. Compilers, assemblers, and utilities required by subsequent products

2. Relocatable binaries required for subsequent absolute module formation
3. Assembled text; and loaders required by subsequent products

4, COMPASS XTEXT relationships

5. Relationships such as multiple oldpl source dependencies

Table I-1-1 deseribes relationships 1 and 2. Figure I-1-1 shows the recommended installation sequence, considering all the
relationships previously deseribed.

The flow in figure I-1-1 is optimized for processing as many decks simultaneously as possible for efficient machine utiliza-
tion. Products must be installed in a top down sequence with products on the same horizontal level or within a box capable
of being installed simultaneously. Every product is depicted in the chart even though many products are optional and some
are mutually exclusive. Requirements for a product are described in table I-1-1 for quick reference, and in detail in part II
of this document.

INSTALLATION DECK NOMENCLATURE

The decks which correspond to products identified in figure I-1-1 and which are contained on the installation decks oldpl
have the following nomenclature.
PLnujx
The characters in the deck name indicate the following.
PL Prefix indicating installation or verification job
n PL number to which the job applies
u Optional unique charaeter for the PL number
j Job type identifier. The following identifiers are used.
1 Installation job
Im  Partial assembly or variant deck; m denotes an execution sequence number.
EDITLIB job
Overlay reformation job

Text redefinition job

Q =5 O =

Catalog job
A Verification job
X Optional unique character for job type identifier

The applicability of these jobs is described in the part II sections of this document that detail the installation procedures for
the operating system and each product set member.

The verification jobs contained on the installation deck PL are provided so that following completion of the installation
processes and the generation of a deadstart tape, the new system may be deadstarted and subjected to a validation exercise
by selecting and executing these jobs. They are included to.provide a quick verification so that, at a minimum, the skeleton
of the whole system is in place. They are not intended to provide a comprehensive test.
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TABLE I-1-1. INSTALLATION REQUIREMENTS

Product to Be Installed

Required in the Running System or User Library

COM-
PASS

CRM
Basic

CRM
Advanced

FORTRAN
Extended 4
Compiler

FORTRAN
Library 4

SYMPL

Sort/
Merge

DDL
2

CYBER
Cross
System

DBU

CCG

Bit

DDL

CCI

COBOL
5

NOS/BE (PL1A)

NOS/BE (PL1B)

UPDATE (PL1C)

CMM (PL1C)

Enhanced Station (PL1D)

CYBER Loader (PL1E)

844 FORMAT (PL1F)

819 Subsystem (PL1G)

Shared RMS (PL1H)

Gemini (PL1H)

COMPASS (PL2)

CRM Basic (PL3A)

CRM Advanced (PL3B) Initial

CRM Advanced (PL3C) Extended

8-Bit Subroutines (PL4)

FORM (PL4)

On-Line Maintenance Software
(PL5A)

CTI (PL5B)

SYMPL (PL6)

Maintenance Package (PL6)

FORTRAN Extended 4 Compiler
(PL7 or PL7A)

FORTRAN Library 4 (PL8)
Math part
Remaining FCL

COBOL (PL9)

Sort/Merge (PL10)

INTERCOM 4 (PL12)

INTERCOM 5 (PL14)

ALGOL 4 (PL32)

CYBER Cross System (PL50)

CDCS 1 (PL54)

QU 3 (PL55)

DDL 2 (PL56)

BASIC 3 (PL57)

DBU (PL58)

COBOL 5 (PL60)

CCP (PL61)

FORTRAN 5 Compiler (PL63)

FORTRAN 5 Library (PL64)
Math part
Remaining FCL

FORTRAN 4/5
Conversion Aid (PL65)

FDBF (PL66)

COBOL 4/5 Conversion Aids
(PL69)

CCL (PL70)

ALGOL 5 (PL72)

Data Catalogue 2 (PL73)

CDCS 2 (PL74)

DDL 3 (PL77)

PL/I (PL79)

EXPORT, HS (PL80)

CID (PL82)

CCG (PL83)

CCI (PL99)
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Legend: I = Install, E = Execute, B = Install and Execute, O = Optional at Execute Time. All products require Update to install and NOS/BE to install and
execute. All product set installation jobs that run after the CDC CYBER Loader is installed use the new loader for overlay and capsule

generation.

Notes: 1. Require for installation of enhanced station if ES4XREF is defined.

2. Math only.

3. COBOL 4 requires DDL 2 to install if the CDCS interface is selected.
4. QU 3 can be used with DDL 2 or DDL 3.
5. COBOL 5 requires either DDL 2 or DDL 3 (selected at install time) if the CDCS interface is selected.
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Installation Sequence

COMPASS (PL2)

Shared RMS (PL1H)

UPDATE (PL1C)
|

L
C?:G NOS/BE (PL1A)
(PL83) v
I 819 Support (PL1G) Loadel"(PL'lE) 844 FORMAT (PL1F) EXPORT HS CTi
v v (PL8O) (PLSB)
FORTRAN § FORTRAN Extended 4 (PL7) FCL 4 (PL8)
(PL63) (Math)
SYMPL I(PLGA)
BAM (PL3A)
FCL 4 (PL8)
(1/0)
NOS/BE (PL1B)
’
8-Bit Subroutine (PL4A) On-Line Maintenance (PL5A) SORT (PL10) cCL (PL70)
) v v
FORM (PL4B) AAM lnmall (PL3B) AAM Extjnded (PL3C) FCL 5
(PL64)
y
PL/ DDL 3 DBU DDL 2 CDC CYBER Cross STATIONT CID (PL82)
{PL77) (PL58)  (PL56) (PL50) P BASIC (PLS7)
(PL79) ‘ (PL1D) ALGOL 4 (PL32)
ALGOL 5 (PL72)
CcCP (PL61) INTERCOM 4 Maintenance Package( (PIG_G)B)
++ 1 COBOL Conversion (PL69
FDBF Qu 3 CCl (PL99) (PL12) cDCS 1 (PL54)
(PL66) (PLES)TT INTERCOM 5 FORTRAN 4/5 Conversion
(PL14) (PL6S)
CDCS 2 COBOL 5 COBOL 4
(PL74) (PLEO)TTT  (PLY)

Data Catalogue 2

(PL73)

t INTERCOM depends on STATION only if CIOCP is defined during the installation of
~ either INTERCOM 4 or INTERCOM 5.

tt  Required for INTERCOM 5

ttt QU 3 and COBOL 5 can use either the DDL 2 or the DDL 3 interface.
This interface is required for COBOL 5 if the CDCS option is selected.

AUTOMAT PROCEDURE

Figure I-1-1. Installation Sequence

The AUTOMAT procedure makes it easier to extract installation jobs from the installation deck PL. It produces the selected
deck on a local file. The following job catalogs the AUTOMAT procedure.

AUTOM,T10.

REQUEST(AAA,SN,*PF)
COPYBR(INPUT,AAA)
CATALOG,AAA,AUTOMAT,ID=INSTALL,XR=XYZ,PW=XYZ.

7/8/9

.PROC,AUTOMAT,DECK,TD=HY,OPTION1,0PTIONZ%,...,OPTIONn.
IFE,$TD$=$HY $,TRK7.

UPDATE,Q,D,8,*

=,I=DIRECT.
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ELSE,TRK7.

UPDATE,Q,D,8,*==,I=DIRECS9.

ENDIF,TRKY7.

.DATA,DIRECY.

=ID JOBCARD

=D ACCOUNT.2

DECK,TO0,MT1.

=DEFINE TD,OPTION1,0PTION2,...,OPTIONN.
=DEFINE (Put invariant defines here, such as ULIB)
=COMPILE DECK

.EOR

.DATA,DIRECY

=ID JOBCARD

=D ACCOUNT.2

DECK,T0,TD_1.

=DEFINE TD,OPTION1,0PTION2,...,OPTIONN.
=DEFINE (Put invariant defines here, such as ULIB)
=COMPILE DECK

6/7/8/9

OBTAINING INSTALLATION JOBS

To process selected installation decks with appropriate options specified, run a job such as the following.

AUTO,T100.
ATTACH,OLDPL,DECKS,ID=INSTALL.
REQUEST,COMPILE, *Q.
ATTACH,AUTOMAT,ID=INSTALL.
AU’I‘OMAT,deck,density,optionI ,optionz,...,optionn.
ROUTE(COMPILE,DC=IN)

6/7/8/9

deck One of the decks available omr the installation deck PL
density HY, HD, or PE tape density
optioni Any appropriate option other than tape density as desecribed in the DECK OPTIONS section

This technique works for all installation jobs except DST1 and DST2, which can be manually manipulated to add 844 0SY,
844 0SZ, 885 0SJ, and/or 66X OMT controlware. In this case, selected jobs can be obtained in punch card form from the
installation deck PL with a job similar to the following, or common deck CWARE can be modified to TRANSFER this
controlware from a local file. The ATTACH of the local controlware file may be inserted at LOCALCC.1.

DECKS,T100.
ATTACH,OLDPL,DECKS,ID=INSTALL.
ATTACH,AUTOMAT,ID=INSTALL.
AUTOMAT,deck,density,optionl,option
REWIND,COMPILE.
COPYBF,COMPILE,PUNCH.

6/7/8/9

2,...,optlonn.

deck One of the decks available on the installation deck PL
density HY, HD, or PE tape density

optioni Any appropriate deck option deseribed in the DECK OPTIONS section (other than tape density) that is
not defined in the AUTOMAT procedure

This job can be used to punch any of the installation decks.

DECK OPTIONS

Various options have been embedded in the job decks present on the installation deck PL under the control of =IF DEF
directives for which values may be defined during extraction. The listing from deck REASON, described previously, shows
the decks affected by defining the following options.

BASE The default installation (as opposed to EDITLIB or verification) type jobs are constructed to attach
and update a corrective code file for use as input to UPDATE correction runs to produce upgraded
product and system oldpls. Defining BASE during the extraction of installation jobs causes omission
of the corrective code file steps. Refer to the appropriate software release bulletin for the products
for which BASE should be defined.

60494300 M I-1-7



HY,HD,
and PE

LIST

oMT

0SJ

0SY

0SZ

ECS
OPTFTN

TSFTN

63CSET

DMGMNT

LOCLIB

I-1-8

These options are used to select the appropriate REQUEST or LABEL statements in the installation
deck according to the following.

HY 800 bpi 7-track
HD 800 bpi 9-track
PE 1600 cpi phase-encoded 9-track

One of these options must be selected.

Places output from FORTRAN and SYMPL compilations and COMPASS assemblies on file LIST.

Activates control statements and input file positioning to include the 66x (MTS) tape subsystem
controlware in the file named CWARE from which all prefixed binaries are included. If OMT is
defined, the prefixed controlware deck is expected to be present in the appropriate input record of
DST1 or DST2. Otherwise, it is assumed that a local file named CWARE, which contains this prefixed
binary, has been attached or created at LOCALCC.1. The default residency for 66x and 67x tape
drivers is central memory.

Causes the inclusion of 7155 controlware on the file named CWARE. If 0SJ is not defined, the local
file CWARE created at LOCALCC.1 must include prefixed 0SJ controlware (refer to the OMT
description). If 0SJ is defined, the prefixed binary is expected to be present in the appropriate input
record section of the installation deck.

Causes the inclusion of 7054 controlware on the file named CWARE. If 0SY is not defined, the local
file CWARE created at LOCALCC.1 must include prefixed 0SY controlware (refer to the OMT
description). If 0SY is defined, the prefixed binary is expected to be present in the appropriate input
record section of the installation deck.

Causes the inclusion of 7154 controlware on the file named CWARE. If 0SZ is not defined, the local
file CWARE created at LOCALCC.1 must include the prefixed 0SZ controlware (refer to the OMT
deseription). If 0SZ is defined, the prefixed binary is expected to be present in the appropriate input
record section of the installation deck.

Activates control statements to accommodate assembly of the CMR segments and creates library
CMRLIB to hold the relocatable binary.

This symbol allows installation of the normal, 2-pass, optimizing FORTRAN Extended 4 compiler. If
only TS mode is to be installed, OPTFTN should not be defined.

_ This option permits installation of the time-sharing (TS) mode of the FORTRAN Extended 4

compiler. If it is not defined, FORTRAN Extended 4 is installed without the capability of TS mode.
In addition to TSFTN, OPTFTN must be defined for proper installation of any product written in the
FORTRAN Extended 4 language.

If neither TSFTN nor OPTFTN is defined, the deck
PL71 will not produce a compiler. When both TSFTN
and OPTFTN are defined, as is applicable to the
time-sharing compiler only, a compiler capable of
handling both modes is installed.

Activates control statements to accommodate 63-character set installations and nominal execution
field lengths required to accommodate conversion tables from a 64-character set to a 63-character
set.

Activates assembly options to include the CDCS interface in COBOL 4 and COBOL 5; also affects
nominal execution field length values.

Installation of QU 3 requires defining DMGMNT for DST1, DST2, and DST3.

To activate the CDCS 2 processing in COBOL 5, the value CD2 must be defined in conjunction with
DMGMNT in PL60I and PL60I1.

Activates control statements in PL9I, PL9E, PL60I, PL60E, PL600, PL66I, and PL66E to EDITLIB the
binaries of the product into a local library instead of DST1 user libraries or the running system.

Defining LOCLIB in PL73I activates control statements to attach the COBOL 5 local library created

by PL60I, PL60E, PL600, or PL60I1 and execute this version of COBOL 5 during the installation of
Data Catalogue 2.
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NO1M1

SRMS

0F3
0F4

0F7
CCP64
NOCCP
CIOCP

CATALOG

ULIB
ES4IMS

ES4XREF

DIM

CMU

SAVE

DL2

Can be defined to avoid assembly of the low-speed multiplexer driver 1M1 in INTERCOM 4.

Can be defined in conjunction with setting installation parameter IP.SRMS to 1 in deck IPARAMS on
PL1A and running job PL1HI prior to installing NOS/BE PL1B with SRMS defined. PL1BI accesses
SRMSTXT during the assembly of 1PC-CVL.

Activates installation of the CCP 1 TTY binary.

Activates installation of the CCP 1 mode 4 binary.

Activates installation of the CCP 1 TTY and mode 4 binary.

Activates statements necessary to build a 64K version of CCP 1 instead of the 48K default version.

Activates selection of the 77K PASCAL compiler and 77K PASCAL cross-reference program.

Activates inclusion of the 7000 connected I/O MUJ HELLO7. Use of this symbol requires that the
updated PL1D (created by PL1DI) be assigned as input to PL12I or PL14l.

Causes COBOL 4/5 conversion aid permanent files to be cataloged by job PL69I. Causes CDC CYBER
cross system permanent files to be cataloged by job PL50I for subsequent installation of CCP 1 or
CCI 3.

Invokes the use of the user library method for deadstart tape creation.

Activates control statements to produce IMS documentation for the enhanced station.

Creates a global cross-reference for the enhanced station SYMPL routines (MFSTAT and SPOT jobs).
Defining this symbol requires that Sort/Merge, FORTRAN Extended 4, and FORTRAN Common
Library 4 be present in the running system.

Activates the capture of on-line maintenance software deadstart records.
Activates inclusion of CMS test for compare/move unit hardware.

Reduces the number of tape assignments. All I decks that produce a tape that is used by another I
deck catalog the necessary information as a permanent file. The receiving I job attaches this file
instead of requesting the tape. Thus, all I jobs require one input tape and one output tape. In DSTI1,
all user libraries are purged unless SAVE is defined. In DST2, the only tape assignment required is the
output deadstart tape. S

Activates selection of control statements to verify DDL 2 in PL55V. The default verification is
DDL 3. This option also activates control statements in PL55I to select either PL56 or PLT77 to
extract the syntax table generator SYNGEN.

COMMON DECK MODIFICATIONS

ACCOUNT

EXIT

60494300 L

Common deck called by all job decks to allow insertion of a job statement and a valid ACCOUNT
statement (=D ACCOUNT.2).

Allows use of the console display for abnormal termination of installation decks, and can be modified
to provide different termination procedures. The following control statement sequence is suggested
when reporting possible installation problems.

=] EXIT.1
REWIND(INPUT)
COPYSBF.
EXIT(S)
REWIND(INPUT)
COPYSBF.
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LOCALCC
LOCALIN
READS

SAVEPL

These three common decks allow local source code modifications. Every I suffixed deck contains
calls to these three common decks. Additional control statements are inserted at LOCALCC.1,
additional input sections (each section preceded with an =WEOR, 0 UPDATE directive) are inserted at
LOCALIN.1, and any UPDATE *READ directives are inserted at READS.1. The following examples
illustrate the use of this facility.

Local modifications on an UPDATE oldpl.

=I LOCALCC.1

ATTACH(OLDPL,LOCPL,ID=LOCID)
UPDATE(Q,C=LOCPLIA)

RETURN(OLDPL)

=I LOCALIN.1

=/ NEED =WEOR, 0 TO MAINTAIN INPUT FILE POSITION
=WEOR,0

*C LOCPL1A

=I READS.1

*READ LOCPLIA

Local modifications in source format.

1. =ILOCALCC.1
ATTACH(LOCPLI1A,ID=PL1A)
=I READS.1
*READ LOCPL1A

2. =l LOCALCC.1
ATTACH (LOCCODE,LOCPLI1A,ID=PL1A)
(The default file name LOCCODE is always read.)

3. =I READS.1
*IDENT LOCPL1A

. Cards in extraction deck or procedure
This common deck allows the installation, through the use of an =I SAVEPL.2 directive, to itemize or
add additional operations to a new program library tape before it is returned. The newpl always has

an 1fn of PLxx at this point in the program.

Example: =ISAVEPL.2
ITEMIZE,PL1A,E,N.

DST1 AND DST2'COMMON DECKS

Common Deck Name Use

CWARE (CWARE.2) Common deck location containing a TRANSFER(*,CWARE) directive for inclusion of

CMRS (CMRS.1)

prefixed controlware on the new deadstart tape. Refer to OMT, 0SJ, 0SY, and 0SZ under
Deck Options. :

Empty common deck for inserting TRANSFER directives to include additional CMRs

XTRALIBS (XTRALIBS.1) Empty common deck for adding additional system libraries. (A LIBRARY., REPLACE or

ADD, and FINISH. span is required for DST1; an INCLUDE is required for DST2.)

MORENUC (MORENUC.1) Empty common deck for adding additional NUCLEUS routines (with REPLACE directives)

MOREOV (MOREOV.1) Empty common deck for adding additional overlays to SYSOVL (with REPLACE directives)

MORESYS (MORESYS.1)  Empty common deck to add more SYSLIB routines (with REPLACE directives)

MOREPP (MOREPP.1) Empty common deck to add more PP routines (with REPLACE directives)

LOCALCC (LOCALCC.1) Empty common deck for insertion of control statements to access additional files

SYSPROC (SYSPROC.2) Empty procedure (SYSPROC) to which the user may add his own procedure control

60494300 M

statements at =I SYSPROC.2. This procedure will be called after each deadstart.
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SPECIAL PURPOSE DECKS

MINI

This deck is used to save the operating system and product set corrective code files from the batched corrective code (BCC)
tape as permanent files. The following files are cataloged. .

BCC Tape

File Number File Name Description
1 OSMINIT Operating system code
2 MINIT Product set code

MINI must be run before all installation decks that require corrective code, since those decks attempt to attach OSMINIT or
MINIT.

ULIB

This deck must be run prior to the deadstart tape creation job (DST1) if the user library approach to installation has been
selected (by including the =DF,ULIB directive when obtaining the installation jobs). This deck manipulates certain user
library files in preparation for DST1. It combines files USERCC and USERNUC and creates a second cycle of files USERPP
and USERPS. The second cycles of USERPP and USERPS are sequential files.

A permanent file dump of the user libraries
(ID=CCT) should be taken prior to running ULIB. If
DST1 fails or if another product is to be installed,
the permanent files can be reloaded and ULIB and
DST1 can be run again.

LIBS

This deck must be run first if the user library approach to installation has been selected.  This deck catalogs all possible user
libraries and inserts a dummy routine (ZZZ) in each. This dummy routine is later deleted from the libraries.

DST1
This deck is a deadstart tape creation job which generates a system from user libraries. This deck is applicable only if the
ULIB approach (=DF,ULIB directive included) has been selected for the other installation jobs.

DST2

This deck has two purposes, depending on whether the running system method or the ULIB method of installation has been
chosen. If the running system method of installation has been chosen, this deck creates a deadstart tape from the running
system replacing the existing PL1A, PL1B, PL1E, and PL5 binaries with the updated versions. If the ULIB method of instal-
lation has been chosen, this deck copies the operating system binaries, created in a prevxous assembly, into the appropriate
user libraries. This eliminates the necessity of reassembling the operating system in order to install subsequent products
No deadstart tape is created using the ULIB approach.

Jobs DST1 and DST2 contain EDITLIB comment directives
indicating alternative choices regarding central memory
residency and INTERCOM -driver choices. Users of these
job decks are encouraged to review these comments
before running the job decks.
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DST3

This deck creates a deadstart tape from the running system and CDC optionally replaces the deadstart diagnostic sequencer
routines using existing PL5 binaries. CDC CYBER 171 sites with the no card reader configuration use the AUTO procedure
to initiate this deck; when initiated, a CMR configured for a 2550 multiplexer is assembled and placed as CMR zero on the
new deadstart tape. All other site configurations are discouraged from using this installation option.

IPTEXT

This deck is a utility which replaces the running system text of the same name. Running IPTEXT ensures that references to
any new or altered IPARAMS are accommodated during the assembly of the system and products (refer to 63CSET).
Whenever any of the IPARAMS IP.C63, IP.PD, MODEL, OS.NAME, or OS.VER is to be changed from its default value when
PL1AI is run, IPTEXT should be run. If IPTEXT is not run at this time, the altered values are not reflected in UPDATE and
COMPASS.

COMPCOM

This deck creates and catalogs the COMPCOM file. Because this file is produced in the PL2I job, this deck need only be
used if PL2I is not run or if the file is destroyed. The file COMPCOM is used by the jobs that create the FORTRAN
Extended 4 compiler (PL7) and the PL/I compiler (PL79).

PLLAT
Job PLIAT is a utility deck used to equate SYSTEXT to CPCTEXT. None of the installation decks reference SYSTEXT;
therefore, this job is not needed for the installation process. The default equivalence of SYSTEXT is IOTEXT as installed by

CDC CYBER Record Manager installation decks and present on the unconfigured deadstart tape. This job may be run after
the installation of CDC CYBER Record Manager and before the creation of a deadstart tape.

SYSTEM TEXTS

Common decks included on the NOS/BE and CDC CYBER Record Manager program libraries are combined to form 15 system
texts. The source location and contents of these common decks are as follows.

ACTCOM (PL1A program library)
CPU program system action request macros

COMACIO (PL1A program library)
CPU input/output macros

COMAFET (PL1A program library)
File environment table generation macros

COMAREG (PL1A program library)
Replacement for R= pseudo instruction

COMCECM (PL1B program library) )
Macros to redefine RE and WE instructions for interpretive ECS access

COMSHSP (PL1A program library)
819 RMS definitions and macros

COMSRAS (PL1A program library)
System communication symbols

CPSYS (PL1A program library)
CPU input/output macros using CPC

IPARAMS (PL1A program library)
NOS/BE 1 installation parameters

LMACOM (PL1A program library)
CPU program loader request macros

PFCOM (PL1B program library)
Permanent file macros

PPSYS (PL1A program library)
PPU system definitions

SCHCOM (PL1A program library)
Integrated scheduler macros
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SISICOM (PL1A program library)
Indexed sequential macros

STATCOM (PL1! A program library)
Enhanced station symbol definitions

CRMCOM (CDC CYBER Record Manager program library)
CDC CYBER Record Manager user macros

Table I-1-2 shows the combination of these common decks into the various system texts required for full utilization of the
product set. These texts are fixed in content except SYSTEXT; as released, SYSTEXT will contain ACTCOM, COMSRAS,
and CRMCOM. At installation option, SYSTEXT may contain COMAFET, CPSYS, and SISICOM in lieu of CRMCOM.

TABLE I-1-2. COMMON DECKS AND SYSTEM TEXTS

System Text
Name

Common
Deck
Name

ACTCOM

CMRTEXT
IOTEXT
IPTEXT
LDRTEXT
PFMTEXT
PPTEXT
SCHTEXT
STATEXT
SYSTEXT
DEFAULT
SYSTEXT
ALTERNATE
ECSTEXT

| CPCTEXT
! SCPTEXT

w
>
>

COMACIO
COMAFET X

M » 4 CPUTEXT

COMAREG
COMCECM X
COMSHSP X
COMSRAS X| x| x X X X
CPSYS
IPARAMS X b
LMACOM X
PFCOM X
PPSYS X X
SCHCOM X
SISICOM X X
STATCOM X

CRMCOM X X

The following texts are installed when CDC CYBER Record Manager, ALGOL 4, ALGOL 5, Sort/Merge, and FORTRAN
Extended 4 are installed.

ALGTEXT This text is used only by ALGOL 4 programs.
ALGS5TEXT This text is used by COMPASS coded routines with ALGOL 5 calling sequence.

SMTEXT COMPASS routines cohtaining Sort/Merge macros require the specification of this text when as-
sembled.
FTNMAC COMPASS routines generated by the FORTRAN Extended 4 compiler in E mode require the

specification of this text when assembled.
The following text is cataloged when Shared RMS (PL1H) is installed.

SRMSTXT System routine MNT on PL1B requires the specification of this text when assembled if IP.SRMS is set
- to 1. The INTERCOM 5 routine MYQ on PL14 requires this text when assembled if Gemini is to be
used on the system. The routine Gemini on PL1H also requires this text.

The system texts are constructed as a part of the installation process.
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The following list shows the product name, the program library (PL) number, the section in which the product is discussed in
this document, the BCC deck identifier, and the definable attribute causing the inclusion of the product in the DST jobs.

BCC
Deck DST
Product PL Section Identifier Define ¥

ALGOL 60 4 PL32 13 AGL,AGT AGL
ALGOL 5 PL72 36 ALS AL5
BASIC 3 PL57 21 BAS BAS
CDC CYBER Control Language PL70 26 CCL -
CDC CYBER Cross System 1 PL50 15 XSY
CDC CYBER Database Control System 1 PL54 18 CDCS CD1
CDC CYBER Database Control System 2 PL74 30 CD2 CD2
CDC CYBER Interactive Debug 1 PL82 32 ID1 ID1
CDC CYBER Loader 1 PL1E 16 LDR -
CDC CYBER Record Manager 2 Advanced (Initial) PL3B 4 AM1 AM1
CDC CYBER Record Manager 2 Advanced (Extended) PL3C 4 AM2 AM2
CDC CYBER Record Manager 1 Basic PL3A 3 Swi -
COBOL 4/5 Conversion Aid PL69 25 C45
COBOL 4 PL9 10 CL4 CL4
COBOL 5 PL60 24 CL5 CL5
Common Code Generator PL83 CCG
Communication Control INTERCOM 3 PL99 29 CC3,SCF CCI2550
Communications Control Program 1 PL61 23 CC1 CcC1
COMPASS 3 PL2 2 CPS -
CTI (deadstart routines and test) PL5B 1 . CTI -
Data Base Utilities 1 PL58 22 DBU DU1
Data Catalogue 2 PL73 41 DC2 -
Data Description Language 2, SYNGEN PL56 20 DL2 DL2
Data Description Language 3 PL77 31 DL3 DL3
Enhanced Station pL1DtTt 1 ES4 ES4
EXPORT High Speed PL80 40 EHS EHS
Factory Format Support (844-21 and 844-41) PL1F 17 FMT -
FORM 1 PL4B 6 FO4 FO4
FORTRAN Data Base Facility PL66 35 FDB FDB
FORTRAN Extended 4 (compiler) PL7 9 FCC Tt
FORTR AN Extended 4 (object library) PL8 34 FCL -
FORTRAN Extended 4 (time-sharing option) PL7A 9 FCC Tt
FORTRAN 5 (compiler) PL63 38 FC5 FL5
FORTRAN 5 (object library) PL64 39 FL5 FL5
FORTRAN 4/5 Conversion Aid PL65 37 F45 F45
Gemini PL1H 1 SC4H -
INTERCOM 4 PL12 12 IN4 IN4
INTERCOM 5 PL14 28 INS IN5
Maintenance Paekage (including SYMPL) PL6 8 CA4, SMP, SFT CA4
NOS/BE (part A) PL1A 1 OSA -
NOS/BE (part B) PL1B 1 OSB -
On-Line Maintenance Software (CE diagnostics) PL5A 7 DIM DIM
PL/I1 PL79 33 PLI PLI
QUERY UPDATE 3 PL55 19 QU3 QU3
Shared RMS (844-21 and 844-41) PL1HTTT 1 SC4H -
Sort/Merge 4 PL10 11 ST4 ST4
UPDATE 1, CDC CYBER Utilities 1, Common Memory

Manager 1 - PL1C 1 UPD -
8-Bit Subroutines 1 PL4A 5 BE4 BE4

t A dash in this column means that the product is automatically included or is not applicable; a blank in the column
means that the produet is only cataloged on the system by the installation catalog job.
t +TSFTN governs the default field length of FTN. OPTFTN causes the inclusion of FTNMAC (refer to section II-9).
Tt tPL1D and PL1H comprise the multimainframe module 1 package.
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NOS/BE VERSION 1.4 1

{5 ——

HARDWARE CONFIGURATION

The target minimum hardware configuration consists of the following.

1 CDC CYBER 170 Model 171, 172, 173, 174, 175, 176, 720, 730, 750, or 760; CDC CYBER 70 Model 71, 72, 73, or 74;
or 6000 Series computer with a minimum of 65K central memory and ten peripheral processor units

1 844 disk subsystem (844-21 or 844-41) or one 885 disk subsystem

1 512 or 580 printer, or line printer on a 734-1/CDC CYBER 18 terminal that is physically located with the central
computer and is driven by a 255x communication subsystem

1 405 card reader, or card reader on a 734-1/CDC CYBER 18 terminal that is physically located with the central
computer and is driven by a 255x communication subsystem. (The terminal card reader can be used only for
source deck submission and not for binary decks.)

2 Magnetic tapes from either 667, 669, 677, or 679

1 255x communication subsystem with at least 65K memory (required if the site does not have a 405 card reader or
if the site requires INTERCOM 5)

RELEASE MATERIALS

Materials in the NOS/BE | release package consist of the following.

PL1A, PL1B NOS/BE program libraries

PL1C UPDATE release tape, including COPYL, ITEMIZE, and CMM

PL1D station release tapef

PL1E CDC CYBER Loader 1 release tape

PL1F Factory Format Support (844-21 and 844-41)

PL1H shared RMS release tapet

PL2 COMPASS 3 release tape

PL3A CDC CYBER Record Manager Basic Access Method (BAM) 1 release tape
PL3B CDC CYBER Record Manager Advanced Access Method (AAM) 2 release tape
PL3C CDC CYBER Record Manager Advanced Access Method (AAM) 2 release tape
PL4 8-Bit Subroutines 1 and FORM 1 release tape

PL5A On-Line Maintenance Software release tape

PL5B Common Test and Initialization (CTI) release tape

PL70 CDC CYBER Control Language release tape

Unconfigured deadstart tape

Installation deck program library

Small binary coldstart card deck

DDS Install tape

For model 176 installation, the following is also included in the operating system release package.
PLIG 819 RMS

PL1G is a three-file tape, structured as follows.

File 1 Program library
File 2 Binary of the 819 FLPP driver
File 3 Binary of CMR segments to support 819 RMS

The NOS/BE program library tapes (PL1A through PL1H) contain the source programs for all routines comprising NOS/BE 1.
PL1A and PL1B contain one file each; assembled binary is not included on these tapes. PL1C contains a program library as
file 1, the absolute binaries of UPDATE, COPYL, and ITEMIZE as file 2, and the relocatable binaries of CMM as file 3.
PL1E, PL1F, and PL1H contain a program library as file 1 and assembled binary as file 2. PL1D is a six-file tape structured
as follows: file 1 is a program library, and files 2 through 6 contain PPU absolute binaries, station absolute binaries, spun off
task absolute binaries, station relocatable binaries, and spun off task relocatable binaries, respectively.

t Separately licensed produets, although PLID and PLI1H together comprise the Multimainframe Module 1 package.
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The unconfigured deadstart tape contains only the products NOS/BE (including Update, CMM, and CDC CYBER Loader, but
excluding the station and shared RMS), CTI, COMPASS, Factory Format Support, On-Line Maintenance Software, CDC
CYBER Record Manager Basic Access Method, SYMPL, and CDC CYBER Control Language. The unconfigured deadstart
tape corresponds to the release program libraries. Six CMRs are present on this tape. The first reflects a blank EST, and
the second and third reflect released configurations without CYBER 170 model 176 capabilities; the fourth reflects a blank
EST, and the fifth and sixth reflect released configurations with model 176 capabilities. The first and fourth CMRs allow
keyboard entries of up to eight tape drives and six RMS equipments. While the released CMRs are generally usable for
channel and equipment numbers, these CMRs allow up to 8 tape drives and 12 RMS equipments. Refer to the Software
Release Bulletin for applicable controlware part numbers for 0SY, 0SZ, 0SJ, and OMT, which are a part of the unconfigured
deadstart tape deadstart records.

The small binary coldstart card deck is for 66x coldstart-type deadstarts. If it is used, the 66x unprefixed controlware deck
must follow. (A tape coldstart using the 7152 Mass Storage/Magnetic Tape Controller is described in the NOS/BE
Operator's Guide.) '

If deadstart diagnostics are to be available, the installer can use the DDS Install tape to load the DDS module onto disk.
Refer to the section on CTI, MSL, and DDS Installation for further information.

If the Maintenance Software Library (MSL)T is available, the installer can load it onto disk to provide the deadstart
diagnosties. If MSL is loaded onto disk, then the DDS Install tape need not be loaded onto disk.

Content, structure, and use of the COMPASS, CDC CYBER Record Manager, FORM, and CDC CYBER Control Language
release tapes are discussed in the section devoted to each of these products.

Required supplements to this package include the following.

PL6 SYMPL I Maintenance Tools program library
PL7 FORTRAN Extended 4 Compiler program library
PL8 FORTRAN Extended 4 Object Routines program library

Provided as a required supplement to the basic release package, PL6 (SYMPL) is needed for use in installing the NOS/BE
system (PL1B), the enhanced station, FORM, ALGOL, SYMPL, BAM, AAM, CDCS 1, DDL, DBU, COBOL 5, BASIC, CDCS 2,
and QU 3. PLT7 and PL8 are necessary for complete installation of PL1B and numerous other products in the total product
set.

NOTES AND CAUTIONS

The Central Exchange Jump switch must be disabled when using the release deadstart tape.

Because PP monitor was restructured at NOS/BE 1.4, all PP programs written by installations must be reassembled using
PPTEXT from the NOS/BE 1.4 release. Use of PP binaries from earlier systems causes unpredictable results, including
system crashes.

All relocatable binary programs that issue dayfile and/or B-display messages written for systems prior to NOS/BE 1.1 must
be regenerated under NOS/BE 1.4 via assembly or compilation because of features added to MESSAGE processing for
NOS/BE 1.1 (PSR summary level 439/439). .

NOS/BE is released with all software assembled to support integer multiply. To ensure the proper execution of all code
related to this hardware capability, the following change orders must be installed.

Computer Types and Models Change Order Number
6600 Models A, B, C CA26938, CA30886
6600 Models D, E . CA26379, CA31029
6200/6400/6500 All models CA26792, CA30638, CA28539
6700 Models A, B, C CA27065, CA30966
CDC CYBER 70 Models 72 and 73 CA30639
CDC CYBER 70 Model 74 CA31029

In addition, the following FCOs listed should be installed as they become available. These FCOs will make underflow results
obtained from normalized numbers with zero exponents positive to ensure consistency across the produect lines. The lack of
these FCOs will not have a negative impact on the operating system or product set members; however, the CE diagnostic
routine, CT3, may fail if a certain set of random operands are generated for the multiply unit. For additional information
concerning CT3 and integer multiply, consult the discussion of installation parameter INTMULT in the NOS/BE On-Line
Maintenance Software Reference Manual.

Computer Types and Models Change Order Number
6200/6400/6500 All models CA33439
6700 Models A, B, C CA33439
6700 Model D CA32988
CDC CYBER 70 Models 72 and 73 CA32988

Refer to the M -Li i i .
I TM e MSL 100 Off-Line Maintenance System Library Reference Manual, Volume 1, for additional information on
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The deadstart tape and the system device must be on different channels. This is necessary because deadstart keeps two data
streams going at one time.

When NOS/BE is run on a 6500 or 6700 using IP.XJ=1 or 2, FCO CA23065 must be installed to prevent both CPUs from being
in monitor mode simultaneously.

ECS 1/0 buffering and swapping of non-MUJ jobs to ECS cannot be activated if 819 RMS is installed. L.ECSSWP defaults to
20B when 819 RMS is installed to allow MUJ jobs to swap to ECS.

ECS I/0 buffering is not supported for private device sets.

If the OUTPUT file is rewound but no other action is performed on the file, the OUTPUT file will be evicted; a skip to EOI is
not performed prior to writing the job dayfile on OUTPUT.

The values BASE and IRADR as described later under Deadstart Installation Parameters must be observed.
Support of the 6603, 6638, 821 and 854 devices is not provided.

Support of the 7611-11 Station is not provided.

The N O_S/BE 1.4 release contains a new deadstart diagnostic sequencer package on a separate tape. The deadstart
diagnostic sequencer cannot be installed on a deadstart tape. It must be installed on disk to be executed, even if deadstart
from RMS is not to be used.

If the Maintenance Software Library (MSL) is on disk, it is recommended that no permanent files reside on that disk
because it must be initialized when a new version of MSL is installed.

Device overflow is not allowed between device sets.

A private device set may contain 841 devices, 844-2x devices, 844-4x devices, or 885 devices, but each private set may
contain only one type of device.

FCO CA35742 must be installed to avoid a CPU A hang with monitor abort on a CDC CYBER 74-28 which will otherwise
occur when a user job executing in CPU A under control of MODE,0. executes an instruction which attempts an out-of-range
address.

FCO CA36100 must be installed on the 844 Buffer Controller (FA710 or FA719) to use the A08 controlware.

Code is activated to utilize FCO CA37722 (PP halt on CM read error), applicable to CDC CYBER 170/Model 176 systems
and any other model of the CDC CYBER 170 series at production level C or D. Although this FCO is not essential to system
operation, it improves system reliability and should, therefore, be installed.

NOTES AND CAUTIONS (SHARED RMS ENVIRONMENT)

The available RB count displayed in the DSD V display for shared devices is not assured to be accurate at all times.
A public device set with the system set attribute cannot be shared.

FCO CA35682, FCO CA35683 and the latest release of the 844 controlware are required for shared RMS.

If RMS deadstart is used, it is recommended that neither the RMS deadstart device nor any controller accessing the device
be aceessible from another mainframe.

NOTES AND CAUTIONS (TAPE SCHEDULING)

The installation parameter IP.SCHDE determines whether 9-track units are scheduled by device or by density.

Setting IP.SCHDE to a nonzero value enables automatic scheduling by density. The job statement parameters for 9-tr_ack
tape resources can be NTk, HDk, PEk, or GEk, where k is the number of tape units at each density to schedule for the job,
and NT is equated to the installation default density as defined by parameter IP.NDEN in deck CIOCOM. When IP.SQHDE is
nonzero, jobs containing requests for 9-track tapes with the density specified as other than the default density must include

the corresponding density specifications on the job statement.

Setting IP.SCHDE to zero disables automatic scheduling by density. Tape job statement parameters NT, HD, PE, or GE are
allowed but are not required. Nine-track tape units scheduled as HD, PE, or GE are added to the count of units scheduled as

NT.
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NOTES AND CAUTIONS (ATS 679 TAPE DRIVES)

If tape resource scheduling by density is not enabled (IP.SCHDE=0), deadlocks (which may require jobs to be rerun or
dropped) may occur because 679/GCR (group coded recording) tape drives do not have 800 cpi recording capacity, but are
considered available for assignment to any 9-track tape request. Deadlock situations can be avoided by one of the following
operational procedures.

[ The parameter IP.SCHDE can be set to a nonzero value. Refer to Notes and Cautions (Tape Scheduling).

] Tape previewing can be used to manually schedule jobs requiring 679 tape drives. This requires that the installa-
tion adopt a vsn convention for 679 tape reels, enabling the operator to recognize requests for such tapes on the
P display. Jobs can be manually initiated after all tape resources have been made available. The limitation of
this method is that all tape requests are not shown on the previewing display in the case of multimainframe
systems, macro requests, or CCL procedure files.

(] 679 scheduling deadlocks can also be avoided by ensuring that all 679 tape drives remain logically OFF in the
equipment status table. In response to a request for a 679 tape, the operator must turn the tape drive logically
ON, assign it to the requesting job (or allow automatie assignment if labeled), and turn the drive logically OFF.
Tape drive overcommitment scheduling cannot be used with this method (bit S.0CJI of IP.TSG must be set to 0).

Use of 6250 cpi density on 679-7 tape drives is supported only on a CDC CYBER 170 mainframe with 2XPPU speed enabled
(IP.PPS2X set to 2). Use of 6250 cpi density in an unsupported configuration may result in lost data during deadstart.

Tape reels used for recording at 6250 cpi must be certified at 3200 fei or greater.

INSTALLATION PROCEDURES

Installation of NOS/BE requires customizing to conform to the site's hardware and software specifications by selection of
the following.

° General installation parameters within IPARAMS

e Tape processing installation parameters within CIOCOM
° Miscellaneous installation variables

° CMR configuration parameters

° Deadstart installation parameters

° Permanent file and device set installation parameters

° Scheduling parameters

° ECS installation parameters

) Update and common memory installation parameters

] Symmetric/Replacement Station installation parameters
° CDC CYBER Utilities installation parameters

. Gemini load leveling installation parameters

Once parameters have been selected, configﬁred program libraries and a deadstart tape can be created by running the
model jobs.

GENERAL INSTALLATION PARAMETERS (IPARAMS)

General installation parameters related to NOS/BE are defined within the COMDECK IPARAMS. IPARAMS is listed in the
routines IPTEXT and CMR. Other installation parameters are deseribed elsewhere in this and other sections of this
document.

Assigned (default) values and descriptions follow. The parenthetical value is the default value as set on the released
program library.

The default values of the IPARAMS configuration parameters are defined with the CEQU or CMICRO macros, so that an
installation can insert all modifications at one given place. The CEQU and CMICRO macros are used to define variables
conditionally. Since they are effective only if the variables have not been previously defined, any modifications must
precede the default definitions.
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Symbols can be defined by EQU or CEQU except for OSID, MODEL, and HF.LIST, which are micros and must be defined by
CMICRO.

Examples of changes for deck IPARAMS

*I IPARAMS.15

IP.LINK CEQU 0 .
HF.LIST CMICRO  10,(P176,510,L)
IP.CSET EQU IP.C64.2

The following list constitutes the extent of installation changeable symbols in IPARAMS. Changes to the default values
listed following should be made at IPARAMS.15 in an update of PL1A. The IPARAMS common deck also contains symbols
IP.ILCMD, IP.IUSID, IP.1M1, IP.1WB, and IP.1ZZ. These symbols are described in the INTERCOM 4 section.

HF.LIST (P74,S7)

Micro whose value specifies the presence of certain hardware features in the configuration on which the product set
is being installed. HF.LIST should always be supplied in addition to the MODEL micro, since use of various hardware
features by the product set is conditional on HF.LIST. However, if HF.LIST is not defined, a default value that is
based on the MODEL micro and assumes no optional hardware is used. The default HF.LIST based on MODEL is a
temporary capability that will be removed in a future release. The following entries can be defined in HF.LIST.

C Compare/move unit (CMU) hardware is present.

L Large central memory (LCM) is present. This is memory for which direct access instructions (014 and 015)
are defined. It exists on CYBER 170 model 176 mainframes.

Sn Stack size; n specifies the size of the longest possible instruction stack program loop in words. If the
mainframe being described has no stack, this entry should be omitted. Following are instruction stack loop
sizes for the given mainframes.

Seven Words Ten Words
6600 CYBER 170 model 175
CYBER 70 model 74 CYBER 170 model 176

CYBER 170 model 750
CYBER 170 model 760

Px Type of central processor; X can be one of the following values.

S . Serial type CPU. S should be used for 6200, 6400, 6500, CYBER 70 models 71, 72, and 73, and
CYBER 170 models 171, 172, 173, 174, 720, and 730.

74 6600, 6700, and CYBER 70 model 74.
175 CYBER 170 models 175, 750, and 760.
176 CYBER 170 model 176.
The processor type defaults to PS if HF.LIST is defined but the processor type is omitted.
Default values for HF.LIST when HF.LIST is not defined are as follows:

MODEL Micro Value HF.LIST Default String
71 - PS
72 C,PS
73 C,PS
74 P74,S7
171 PS
172 C,PS
173 C,PS
174 C,PS
175 P175,S10
176 P176,510,L
Any other PS

Duplicate parameter entries (such as two Px entries) are not allowed.

A central processor type of PS, P74, or P175 can be used when defining HF.LIST for a product set intended to be run
on multiple mainframes. Stack size ean be included (even if not all the mainframes have a stack), but C and L must
not be included unless the respective features exist on all the mainframes in the configuration. The resulting product
set will not necessarily perform optlmelly on any of the mainframes, but will perform better on a parallel processor
(such as a 175) if that processor type is set in HF.LIST.
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IP.CMU (0)

If nonzero, Compare/Move Unit hardware is present. If set to 1, the system will not run on a non-CMU mainframe
(such as a model 175 or a 6600).

IP.ACNT (0)

If zero, normal control statement processing ocecurs. If set to 1, the job statement is copied to RA+70g through
RA+77g; the CPU program ACCOUNT is then loaded and executed. If set to greater than 1, the first statement

following the job statement is copied to RA+70g through RA+77g before the CPU program ACCOUNT is loaded and
executed. No dayfile message is issued when ACCOUNT is called.

If IP.ACNT=1 and IP.ARCH=1, the instructions in the following three paragraphs must be followed.

If an installation has system modifications which require accounting information before a job can come to a control
point, changes must be made to routine 1PF to insert appropriate information into the control stream of the job that
performs archive file retrieval.

Any accounting information needed by the installation must be inserted into the control statement buffer. These
statements, including the job statement, must be formatted according to installation procedures, using DIS or DATA
statements. Each DIS or DATA that completes a card must be followed by a call to the PAD macro, which pads the
card with zeros.

JOBNAME must be set equal to a valid five-character, local file name to be used in setting up the input FNT for the
archive retrieval job. 1PF adds two random digits to this jobname before storing it into the FNT. JOBNAME should be
the same as that used on the job statement. No CM, tape, or priority requirements need be on the job statement, as
1PF sets up the input FNT with all such requirements satisfied.

Example 1 (add accounting information on job statement)

*D ’ 1PF.246

CARD1 DATA H*JBNME,CMTIME,*

*D 1PF.250

TAPEJ DIS ,*MT1. ACCOUNTING INFORMATION*

Example 2 (add accounting information on acecount statement and change jobname)

*D 1PF.246
CARD1 DATA H*LODME,CMTIME,*
*D - 1PF.250
TAPEJ DIS »*MT1,*

PAD
CARD2 DIS »*ACCOUNT(X,Y)*
*D 1PF.276

JOBNAME DIS y*LODME*

IP.CP (6)

If set to 6, default punch mode is 026. If set to 9, default punch mode is 029. The alternate punch mode is selectable
by ROUTE parameters.

IP.ARCH (1)
Archive feature; permanent files dumped under a mode 2 permanent file DUMPF
0 No longer will have a PFC entry and will not be retrieved from tape at ATTACH time.
1 PFC entries are retained and are retrieved from tape at ATTACH time (refer to IP.ACNT).

2 PFC entries are retained but are not retrieved from tape at ATTACH time.
IP.CERNT  (0)

Maximum number of messages (1 to 4095) that can be entered into the CERFILE by a single job. Only messages sent
through ELM are counted. If zero, there is no maximum limit. The default value is equal to IP.MSCT.
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IP.CPLM (5)

Installation-defined number of central processor (CP) seconds by which a job is incremented if the CP time limit
(specified on the job statement or IP.STL) is exceeded or if the job requires EXIT or error processing.

IP.CPLM also specifies the number of additional CP seconds that an INTERCOM user can have after the session time
limit (defined in the password file) is reached.

IP.DBAL (3777B)

Installation-defined value for default batch access level. This value should be set to ZIP'IACES-] . The system assigns
this value to any job that is not interactive, and the loader checks the value before loading system library resident
programs. (The value for interactive jobs depends on the access level assigned in the password file.)

IP.CR (69D)

If set to 6, all BCD cards are read as if punched by a 026. If set to 9, all BCD cards are read as if punched by a 029. If
set to 69, all BCD cards are read as if punched by a 026; however, if a job card or a 7/8/9 card has 29 punched in
columns 79-80, all following BCD cards in that job are read as if punched by a 029, until a following 7/8/9 card changes
the mode again. If set to 96, the inverse is true: 029 is default and job and 7/8/9 cards may switch to 026. The card
reader routine, 2RC, treats all level 17 7/8/9 cards as end-of-file for compatibility with JANUS.

IP.CSET (IP.C64.1)

Using the IPARAMS symbols indicated, an installation can select one of two graphic character sets, CDC Scientific or
ASCII. It can also independently select one of two character set sizes, 63 or 64 characters. The default character set
is the CDC 64-character set. The IPARAMS modifications used to select each of the other three possible character
sets are as follows.

ASCII 64-character set IP.CSET EQU IP.C64.2

CDC 63-character set IP.C63 EQU IP.C64.1
IP.CSET EQU IP.C63

ASCII 63-character set IP.C63 EQU IP.C64.2
IP.CSET EQU IP.C63

The relationship chosen for IP.CSET, IP.C63, IP.C64.1 and IP.C64.2 must hold constant when all products referencing them
are assembled for inclusion in a deadstart tape

The character sets are described in detail in the NOS/BE 1 Reference Manual.
IP.C176 (0)

If nonzero, code to support CDC CYBER 170 Model 176 systems is assembled. This option is automatically enabled if
IP.819 is equated to one.

IP.DSRMS (1)

If nonzero, the code to perform a deadstart from an RMS device is assembled and replaces the code to read 60x/65x
tapes for deadstart. If zero, the 60x/65x code is assembled and the RMS code is not. As a result, 60x/65x tapes
cannot be used for deadstart when RMS deadstart is in effect. If the site must use 60x/65x tapes for deadstart but
also wants to use the RMS deadstart feature, a minimal recoding effort is required to replace the 66x/67x tape code
with code for 60x/65x tapes. The default value for IP.DSRMS is nonzero; however, the code on the unconfigured
deadstart tape was assembled with IP.DSRMS set to zero.

Deadstart from RMS requires that the CTI module be loaded onto disk. Refer to the section on CTI, MSL, and DDS I
Installation.

IP.ECSB (0)

If zero, the ECS extension code is not assembled. If nonzero, the ECS extension code is assembled and the ECS
installation parameters are activated. This parameter must be nonzero for ECS systems.

IP.JACES (11D)

Installation-defined size of the access level field. It should be identical to the INTERCOM definition of IP.IACES
(refer to section 12). It is defined here for 1 AJ and the CDC CYBER Loader.

IP.IOLM (100B)

Installation-defined number of I/O seconds by which a job is ineremented if it exceeds I/O time limit, as specified on
the job statement or IP.SIOL, if needed for EXIT or error processing.
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IP.IQD  (6)
Input queue priority inerement delay. The input queue priority is ineremented by one every 2**IP.IQD seconds (0-11).

IP.IQPW  (3)

Input queue priority weight (0 through 12). When a job is being considered for initiation, its effective input queue
priority is P*2**(n-IP.IQPW) +A where P is the job statement priority, A is the age factor, and n satisfies the
relation 4000g < IP.LVF*2**n< 7777g,

The aging process does not allow the age factor to exceed a maximum value of 2"-1. Thus, if IP.IQPW=0, a job with a
higher job statement priority will always be initiated before a job with a lower job statement priority, regardless of the
length of time the lower priority job has been waiting in the input queue. If IP.IPQW=12, job initiation is determined
solely by age factor; job statement priority will not affect the choice. Selecting a value between these extremes
allows both factors to be taken into consideration and provides a means for weighting one factor over the other.

IP.LINK (1)

Maximum number of links connected to this mainframe. If IP.LINK = 0, the linked 6000/7000 and the linked 6000/6000
command/display code will not be assembled. The following DSD overlays will not be assembled: 8YA, 8YB, 8YC,
8YD, 8YE, 8YF, 8YG, 8YH, 8YI, 8EB, 8EC, 8EE, 8EH, 8EJ, 8EP, 8YR, 8YU, 8YZ.

IP.LVF  (70B)
Lowest fixed priority (2 through 7777g). A fixed priority does not age and cannot be specified by a user (IP.LVF must

be greater than IP.MPR). The value of IP.LVF also affects the processing of input queue priorities (refer to IP.IQPW),
output queue priorities (refer to IP.OPRI), and job queue priorities. The calculation of a job queue priority includes a

weighting factor as follows:
P*2*%(n-6)*10g
where P is the job statement priority and n satisfies the relation 4000g= [P.LVF*2**n < 7777g.

IP.MCPU (1)

Installation option to define maximum number of CPUs to be used by system. The value 1 produces the most efficient
code for use on a single CPU. The system runs on a dual CPU machine, but uses only one CPU. The value 2 produces a
variant of MTR which runs on a dual CPU machine using both CPUs or less efficiently on a single CPU machine.

IP.MECS (0)

Maximum number 0 to 7777g of 1000g word blocks of ECS direct access that may be assigned in resbonse to a job -

statement EC parameter, RFL statement, or MEMORY macro. This value determines whether sections of code are to
be assembled within the system to handle ECS allocation. This parameter must be nonzero for ECS systems.
IP.MECS should not be set equal to direct access total length as about 20K octal is used for ECS system segments

area.

In a multimainframe environment, the value of the EC parameter on the job statement can exceed IP.MECS if the
user specifies the STmmf parameter on the job statement also.

IP.MFL  (140000B)

Maximum amount of central memory field length that may be assigned to a user job. A user cannot request more
than IP.MFL field length on a job statement or with MEM or RFL. For additional information, refer to Scheduling
Parameters. IP.MFL must not exceed 377700g.

IP.MMS (100B)
Maximum mass storage limit, 1 through 7777g, that may be specified by PRUs/100 (octal) on a LIMIT statement.
IP.MPPU (10D)
The maximum number (7 through 20) of peripheral processors in the configuration of any of the CMRs on the
deadstart tape. A value of 20 allows execution on a 10-PPU machine at the cost of reduced central memory

availability. The value 10 does not allow execution on a 20-PPU machine.

IP.MPR (20B)

Maximum priority (1 through IP.LVF-1) a user can specify on his job statement. If a user specifies a higher priority,
the default IP.SPR is used.
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IP.MSCT (0)
Maximum decimal number of messages (1 to 4095) that may be entered into the dayfile by a single job. Only
messages sent through MSG are counted. If zero, there is no maximum limit. Setting IP.MSCT # 0 may cause some
installation jobs to fail because of excess dayfile messages.

IP.MSLM (200B)

Installation-defined number of mass storage PRUs by which a job is incremented if it exceeds mass storage limit, as
specified on the LIMIT statement, if needed for EXIT or error processing.

IP.MTL (77777B)

Maximum CP time limit in seconds, 0 to 77777g, that may be assigned to a job. Both 0 and 77777 are considered
infinite.

IP.NDFS (1) o
Number of dayfile copies on output. Up to 4095 may be specified.
IP.NJFL (20B)

FL/100g assigned to batch jobs when first assigned to a control point. Range (1 to IP.MFL). The default value allows
execution of job setup utilities.

IP.OPRI (0)
Specifies whether the size of a file affects its output queue priority. If IP.OPRI is zero, the priority is
P*2**(n-6)*100g+1 where P is the job statement priority and n satisifies the relation 4000g<IP.LVF*2**n<7777g. If
IP.OPRI is nonzero, the output queue priority is P*2%*(n-6)*100g+2**n-1-S*2**(n-10) where P is the job statement
priority, S is the file size in PRUs, and n is as previous described. If the file size exceeds 1777g PRUs, the
IP.OPRI=0 is used.

1P.OQD (10B)

Determines period for incrementing priority of a job in the output queue. This period is 2**IP.0QD seconds. Legal
values for IP.OQD are 0 through 13g.

IP.PD (6)

Default print density in lines per inch. This parameter is used only by products which support it in their
documentation. Legal values are 6 or 8.

IP.PFRP (5)

Default retention period in days for permanent files cataloged without explicitly defined retention periods. The range
of values is 0 through 999.

IP.POSFL (5)
Field length/100g reserved for use by 1SO for requesting positive field length. Positive field length is not available
to user jobs and can be considered part of CRM. Positive field length is allocated internal to the system for swapout
use only. Range (4 to 10g).

IP.PPS2X (2)

All peripheral processors' major cycle time (CDC CYBER 170 only)
1= 1000 nanoseconds
2= 500 nanoseconds

IP.PS (60D)
Default page size in lines per page. This parameter is used only by products which support it in their documentation.
IP.RM (IP.HT)
Default recording mode of an 844 disk pack.
IP.HT Half-track recording mode

IP.FT Full-track recording mode
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Full track recording mode may be used only on an 844
accessed by at least one 7154 or 7155 controller in a
CDC CYBER 170 system with the 2XPPU speed in
effect (IP.PPS2X set to 2).

IP.SCHDE (0)

Tape scheduling for 9-track units

0 Disables tape resource scheduling by density.

1 Enables tape resource scheduling by density. Job statement processing and all 9-track tape unit scheduling
are based on user density requests. Request and label statements must match job statement density
requests.
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IP.SECS (0)

Default number of direct access ECS blocks (1000 octal words) to be assigned to a job if not declared on job statement;
range zero to IP.MECS.

IP.SFL  (50000B)
Default central memory field length (octal) to be assigned to a job if not declared; range 100 to IP.MFL.
IP.SIDLE (1)

If nonzero, code to support IDLE mode is enabled. This code should be enabled if the system checkpoint capability or
full Status/Control register monitoring is desired.

IP.SIOL  (0)
Default I/0O time limit in octal seconds (0-77777B) to be assigned to a job if not declared on the job statement. A value
of zero is considered infinite. If IP.SIOL is set to a value other than zero, TDS should be assembled with an I/O time

limit of zero on the job statement for the EDITLIB (SYSTEM, RESTORE) job at EDITPRUF and the LDCMR job at
LDCMPRUF. The I/O time limit on the archived retrieval job should also be set to zero (near 1PF.180).

IP.SMS  (0)
If nonzero, the default mass storage PRU limit a job can use, divided by 100 (octal). All jobs, therefore, proceed as if
a LIMIT statement with value IP.SMS were in the job deck. Refer to the LIMIT statement in the NOS/BE 1 Reference

Manual. 1SI assembles with a type 7 error (refer to the COMPASS Version 3 Reference Manual, Error directory) when
IP.SMS exceeds 7777B, but the resulting code is correct. IP.SMS must not exceed 377777B (17 bits).

IP.SPR (10B)
Default priority given to a job if no priority specified on job statement. Range 1 to IP.MPR.

IP.SPT  (0)
If zero, no Scheduler performance execution statistics are returned. If nonzero, such statisties are returned.

IP.SRMS (0)
If nonzero, first mainframe to deadstart appears on the operator option matrix during deadstart. Also, certain key
code for RMS sharing is controlled with this parameter; thus, if shared RMS (PLI H) is not installed, IP.SRMS should be
zero.

IP.STL (100B)

Default central processor time limit in octal seconds (00 to IP.MTL) to be assigned to a job if not declared on the job
statement.. Values of zero and 77777B are considered infinite.

IP.TCPUB (4)

CPU time for CPU A is accumulated at a rate that is IP.TCPUB/4 times greater than actual time used. The intention
of this parameter is an attempt to equalize the time that will be acerued on either CPU of a 6700 or CDC CYBER 74-
2x. It could also be used on a single CPU. An installation that has both a model 73 and a model 74 could use
IP.TCPUB 8 on the model 74 to equalize the effect of the time limit on either machine.

IP.TYPE (6600)

Determines the type of central processor to be used by the operating system [6600 (CYBER 170 Model 175, 176, 750,
760, or CYBER 70 Model 74), 6400 (CYBER 170 Model 172, 173, 174, 720, 730, or CYBER 70 Model 71, 72 or 73) or
6500] for generation of optimal code. Acceptable values are 6400 and 6600.

IP.UP (10B)

Determines the permissions granted to a user who has specified the installation-defined universal password. This is a
4-bit field in which each nonzero bit signifies the type of permission granted.

Bit Position Permission Granted
3 Control
2 Modify
1 Extend
0 Read
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1P.US (0)

When the installation reserves space (user slot) in the Permanent File Catalog for information to be saved with each
permanent file, this parameter is the space length in central memory words. 204 ¢ is the maximum value supported.

IP.XJ (-1)
Values, which pertain to routine CMR only, include the following.

0 Computer does not have the central exchange jump feature; central monitor is simulated. This value is not
supported for a CYBER 176.
1 Make use of central exchange Jump feature.
2 Make use of central exchange jump feature including the MAN instruction. This is the recommended value
for a CYBER 176.
-1 Central exchange jump feature is not to be used. An exchange jump protection program is included to
protect the system against an accidental execution of an exchange jump instruction.

When multiple CMRs are assembled, any of which are assembled with a value of 0 or -1, MTR must be assembled with
a 0 or -1 value.
IP.819 (0

If nonzero, code to support the 819 RMS subsystem is activated. LDCMR errors occur if this code is activated without
installing code from PL1G.

IP.YMD (MDY)

Micro which shows format of date to be typed in at deadstart. The six poesible permutations of the letters MDY
constitute the range of this parameter. i

MODEL (74)

Micro, used by the product set members for optimal code generation, whose value is the CDC CYBER 70 or CDC
CYBER 170 model number corresponding to the type of central processor for which code is to be generated and
optimized. Acceptable values are 71, 72, 73, 74, 171, 172, 173, 174, 175, 176, 720, 730, 750, or 760. The recommended
value for a 6400 or 6500 is 73, and the recommended value for a 6600 or 6700 is 74.

For use on a CYBER 170 model 176 without LCM,
FORTRAN Extended 4, FORTRAN 5, FCL 4, FCL 5, and
the Common Code Generator portion of PL/1 must be
prepared with a MODEL micro setting of 175; all other
p;oduct members can be prepared with a setting of 175 or
176.

0S.ID  (NOS/BE 1.4)

System identification miero used by the product set members for displaying the operating system name and version
number in generated program binaries.

TAPE PROCESSING INSTALLATION PARAMETERS (CIOCOM)

The default values of the CIOCOM configuration parameters are defined with the CEQU or CMICRO macros, so that an
installation can insert all modifications at one given place. The CEQU and CMICRO macros are used to define variables
conditionally. As they are effective only if the variables have not been previously defined, any modifications should precede
them.
Installation parameters specifically oriented to tape processing are defined within the COMDECK CIOCOM. CIOCOM is
listed in the routine CMR. Assigned (default) values, other tested values, and descriptions are as follows. Changes to
default values should be made at CIOCOM.6 in an update of PL1A.
IP.CBKSP (1)

If one, controlled backspace is available in all controllers for 65x drives; if zero, it is not installed.
IP.D?DN (IP.TDEN)

Density for ATS/MTS deadstart dump tapes on 7-track units

2 800 bpi
other 556 bpi
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IP.DIDN (IP.NDEN)
Density for ATS/MTS deadstart dump tapes on 9-track units

2 800 bpi on MTS and non-GCR ATS, 6250 cpi on GCR ATS.
other 1600 cpi

IP.NBCD (0)
9-track default conversion mode (0=ANSI, 1=EBCDIC)

IP.NBRK (0)
If zero, system noise records are used in write recovery at densities other than 1600 bpi. If one, they are not used. It
is recommended that an installation run with noise bracketing enabled to take advantage of increased reliability on
tapes which are not destined for interchange, and that users who are creating tapes for interchange purposes include
the IB parameter on their tape requests.

Study has shown that the use of noise brackets on phase encoded tapes has not increased their reliability. For this
reason, noise brackets are never written on phase encoded tapes.

IP.NDEN (3)

Density for label and data on 1/2-inch 9-track tape, if not declared on REQUEST or LABEL statement. (1=6250 cpi,
2=800 bpi, 3=1600 bpi)

IP.NTCN (2)
Number of tape channels
IP.NOISE (3)

Maximum decimal number of 12-bit bytes in a noise record on 7-track S and L tapes or 9-track conversion mode (S-
format) magnetic tape. A record less than or equal to IP.NOISE is discarded.

IP.NOIS9  (5)

Maximum decimal number of 8-bit bytes in a noise record for packed mode on 9-track tapes. A record less than or
equal to IP.NOIS9 is discarded.

IP.PTCN (13B)
Primary tape channel number. Used for internal purposes.

IP.RCYC (3R000)
Retention cycle (0-999) for calculating tape label expiration date when no retention cycle is given; 999 indicates
permanent retention. The address field of the symbol definition should contain 3Rxxx where xxx defines retention
cyele; leading zeros need not be written.

IP.RPEl  (12D)
Total decimal number of read parity retries on a single record (must be less than 60).

IP.RPE2 (8)

Decimal number of read parity retries accomplished by backspacing over the previous three records, then reading
forward in an attempt to recover (IP.RPE2 must be less than IP.RPEIl).

IP.TDEN (2)

Density for both label and data on 1/2-inch 7-track magnetic tape if not declared on LABEL or REQUEST statement:
0=556 bpi, 1=200 bpi, 2=800 bpi.
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IP.TSG  (2617B)

Tape scheduling options are as follows.

Name
S.AUTO
S.URESt
S.PRESt

S.2LBPt

S.sCuL

S.SCEL*%

S.SCBLt

S.PREA

S.0CJIt

S.UEOJd

S.PSON

S.TSEC

S.TRDO

S.NOOR
S.DBUG

Bit Value

0

1

19-20

1

1

Definition
Enable automatic tape assignment according to LABEL or VSN specification.
Enable job scheduling based on job statement reservation.
Enable prestaging features (the VSN preview of the P display).

Only ANSI labels are accepted and written.
Two label formats (ANSI and 3000) are defined.

Unused.
Unused.

Write-enabled, unlabeled tapes will be considered as usable for automatic assign-
ment as seratch tapes. ’

Write enabled expired labeled tapes will automatically be considered for aésignment
as scratch tapes.

Write-enabled blank labeled tapes will automatically be considered as scrateh tapes.

Give warning if tape job has no VSN information.
Preabort such jobs.

Job initiation is based on tape drive availability; total demand cannot exceed number
of drives logically available.
Job initiation allows tape drive overcommitment.

Unless specified otherwise on REQUEST or LABEL statements, all tapes are
unloaded at end of job.

Prestaging feature set on at deadstart time. This is equivalent to the STAGE ON
typein. ’

Tape security off. Specification of RING or NORING causes requested action.

Tape security on, installation default active. Specification of RING or NORING -
causes requested action.

Establishes installation default of NORING.
Establishes installation default of RING.

Unused.
Operator cannot override VSN card.
Enable label debug code (4LB,4LC).

Unused.

fThese bits are enabled in the default value of 2617B.
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Tape scheduling options that can be selected by the installation are implemented by the use of conditionally assembled code.
The bits in IP.TSG are tested at assembly time to determine the exact nature of the programs that comprise tape scheduling.
For example, bit S.SCBL in IP.TSG governs the automatic scratch status of blank labeled tapes. If the bit is on, blank
labeled tapes are considered scratch without operator intervention; if the bit is off, scratch status is not granted
automatically.

The bits in IP.TSG can be divided into the three general categories of automatic assignment bits: prestaging bits,
overcommitment bits, and miscellaneous bits.

AUTOMATIC ASSIGNMENT BIT

The installation can select automatic assignment by setting bit S.AUTO. With S.AUTO set on, a specific tape will be
assigned automatically when the specific tape is mounted.

AUTOMATIC SCRATCH STATUS
Three other bits are related to automatic assignment. They are bits S.SCUL, S.SCEL, and S.SCBL. When set, each bit
determines a specific type of tape to be considered automatically as a scratch tape. If all three bits are off, the only tapes
treated as scrateh are those specifically designated by the operator with the command SCRuu (where uu is the EST ordinal).
A job specifies *MT or VSN = SCRATCH in the request for a scratch tape. If any automatic assignment is turned on (bit
S.AUTO is set), the system will try to assign a scratch tape automatically to the job. The tape must be mounted on a ready
unit with a write ring in place, it must also be designated as seratch as described above, and it must meet the following
qualifications.

Tapes designated as scratch by the operator

Unlabeled tapes if bit S.SCUL is on

Tapes with expired labels if bit S.SCEL is on

Tapes with blank labels if bit S.SCBL is on

PRESTAGING BITS
Unit Reservation

Bit S.URES controls the necessity of job statement tape parameters, without which overcommitment and deadlock
prevention are meaningless and prestaging will not function. ’

Prestaging

The prestaging.option is assembled if bit S.PRES is set. If this option is on, a prestaging buffer is assembled in CMR; its
length is N.VRNBUF*6 (release value gives a 171B word buffer). Installations can change symbol N.VRNBUF in CMR to
change the size of the buffer.

Complete VSN information eannot be obtained for jobs making internal tape requests or using tape file names repeatedly.

If bit S.PSON is on, it sets up CMR as if STAGEON had been typed after a normal deadstart. Deadstart recovery preserves
the current setting of the STAGEON/STAGEOFF switch.

When bit S.PREA is set and prestaging is on (operator entered STAGE,ON or bit S.PSON set from deadstart tape), all jobs
that specify tapes on the job statement but do not supply VSN information for all tape files requested are aborted.
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OVERCOMMITMENT BIT

Bit S.0CJI determines whether or not tape drives will be overcommitted. If the bit is off, the total number of tape drives
required by all jobs executing at a given time (as determined by job statement tape parameters) eannot exceed the total
number of tape drives at the installation. If bit S.OCJI is on, tape drives are overcommitted; the total tape requirements of
executing jobs can exceed the total number of tape drives at the installation. Deadlock is prevented by an algorithm
calculated each time a tape is assigned. :

MISCELLANEOUS BITS

Two Label Processors

If, in addition to the ANSI label processor 4LB, 3000 Series (Y) labels are to be pfocessed, bit S.2LBP should be on td allow
use of the alternate label processor 4LC.

EOJ Tape Unload
Bit S.UEOJ causes 1EJ to unload nonserateh tapes at end of job. If any problems are encountered when trying to unload the
tape, such as tape not ready, the unload attempt is 1gnored. This differs from the SAVE (SV on REQUEST statement or X=SV

on LABEL statement) unload processed by 1EJ; 1EJ issues a message that problems exist and continues trying until the
operator types in GOuu.

Operator Cannot Override VSN

With bit S.NOOR off, the operator can assign a tape with a VSN different from the VSN specified by the job; with S.NOOR
on, a different VSN is not allowed.

Label Debug

Bit S.DBUG controls debug code in 4LB and 4LC; use of this bit is not the normal mode of operation. This debug code
produces many messages which show the calls to and returns from the label processors. Such messages may cause other
more informative messages to be overwritten. .

OPTION DEPENDENCIES (IP.TSG)

The figures below show dependent bits. Each bit name shown cannot be turned on (turning it on will have no effect) unless
all bit names below it are on. The three groups of bits are independent of each other. Miscellaneous bits (S.2LBP, S.UEOJ,
S.NOOR, and S.DBUG) are independent of each other and of the bits shown below.

Auto Assign Dependencies

S.SCUL ~S.SCEL S.SCBL

S.AUTO

Prestage and Overcommitment Dependencies.

| S.PSON S.PREA
S.PRES S.0CJI

S.URES

For example, S.PREA is dependent on S.PRES and S.URES but not on S.0CJI.

Tape Sécurity Dependencies

S.TRDO
| S.TSEC
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IP.WEC  (0)

Hardware write error correction (applies only to 6250 cpi density). If IP.WEC is zero, the system allows certain types
of single-track errors to be written that can be corrected when the tape is read (on-the-fly correction). This is the
recommended setting because it provides efficient throughput, error recovery, and tape usage when writing GE data

on media suitable for use at 3200 fci or 6250 cpi.

When IP.WEC is one, the system invokes standard error recovery processing when an on-the—fly error occurs when
writing a GE tape. The system erases the defective portion of tape, thereby reducing the amount of data that can be
stored on the tape. Only tape which is suitable for recording at 6250 cpi should be used when this mode of operation

is in effect.

Users can override the installation parameter through the
REQUEST and LABEL statement parameters EEC (enable
error correction) and IEC (inhibit error correction). Refer
to the NOS/BE 1 Reference Manual.

Refer to part Il for a cross-reference listing showing the routines that reference each IPARAMS and CIOCOM symbol.

MISCELLANEOUS INSTALLATION VARIABLES

PASSWORD DEFINITIONS FOR THE SYSTEM DAYFILE

An installation may protect the system dayfile from unauthorized attaches by defining two passwords. The two passwords
provide RD and XR permissions for the file. These passwords are defined as miecros locally in both TDS (PL1A) and 1DF

(PL1B).

The two mieros are the following.
(XR permission) SDFXR
(RD permission) SDFRD

The default permissions defined in TDS and 1DF afford no protection for unauthorized attaches. An installation wishing to
protect the dayfile must redefine micros SDFXR and SDFRD. The installation must consult a listing of TDS or 1DF to
review the default definitions and to determine where new definitions must be inserted.

Installations wishing to change the SYSTEM dayfile passwords must make the same changes in both TDS and 1DF. When
these changes are made they must be coordinated with an initial deadstart. When TDS catalogs the dayfile after an initial

deadstart the passwords thus defined remain in effect.
MACROS TO DEFINE SPACING CODE ARRAYS FOR JANUS

580 printers equipped with programmable format control (PFC) make use of software defined arrays instead of format tapes
to specify spacing codes. Two pairs of arrays (each containing a 6-lines-per-inch array and an 8-lines-per-inch array) are
specified in PP routine 1IU. The first pair defined is the default pair, and is used for SC=0 and SC=1 on the ROUTE control
statement. The second pair is the alternate pair, and is used for SC=2. Space exists for 61 installation-defined array pairs,
corresponding to SC values 3 through 778. New arrays may be added by the use of the DPFC macro.

DPFC *vcode*, *param*
veode Specifies the number of lines per inch for the array being specified

V6  6-lines-per-inch array
V8  8-lines-per-inch array

param Defines the actual array. This can be specified using letters A through L, O, and X. Letters A
through L define channels 1 through 12, respectively. A indicates the beginning of the array, O
indicates the end of the array, and X indicates no channel in that position. A letter must be specified
for each line in the form.
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Each array should also conform to the following criteria.
1.  The array must begin with an A.
2. It must end with an 0. This is an end-of-array terminator which is not counted as a line.

3. It must not be longer than 132 characters plus end-of-array terminator (6-lines-per-inch array) or 176 characters
plus end-of-array terminator (8-lines-per-inch array).

4. It must contain each channel specified at least once in the array (L specifies the bottom of form).

5. Arrays must be specified in pairs; one 6-lines-per-inch array and one 8-lines-per-inch array. Either array may be
specified first.

Example
*B DPFC.1 L )
DPFC *V6*,*AXBXCXDXEXFXGXHXIXJXKXBXCXLO*
DPFC *V8*,* ABCDEFGHIJKLO*

MACRO TO DEFINE THE EC PARAMETER ON THE JOB STATEMENT

The installation can change the syntax of the EC parameter field on the job statement through the OPTION macro in
common deck 2VJCOM.

OPTION type,spec,mode,defl,base

type Specifies the parameter field name.
EC (required)

spec Specifies the format of the EC field. _
0 EC can be specified without a value. A default value, defl, is supplied.
other A value is required with EC; EC by itself is ignored.

mode Specifies initial assignment of ECS field length at beginning of the job.

REDUCE ECS field length is not assigned.

other or  ECS field length is assigned.
omitted

defl _ Specifies the default value (in multiples of 1000 octal) that is supphed when EC appears without a
value. It should not exceed IP.MECS. It has no eff ect when spec is nonzero.

base Specifies the base of the value following EC.
DECIMAL Value is decimal.

other or  Value is octal.
omitted ’

On the released system, the OPTION call is as follows:
OPTION EC,1,RFL

This indicates that an octal value must follow the EC parameter on the job statement, and that the ECS field length will be
assigned at the start of the job.

CMR CONFIGURATION PARAMETERS (CMRIP)

The default values of the CMR configuration parameters are defined with the CEQU or CMICRO macros, so that an installa-
tion can insert all modifications at one given place. The CEQU and CMICRO macros are used to define variables
conditionally. Since they are effective only if the variables have not been previously defined, any modifications should
precede the release definitions.
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Symbols can be defined by EQU or CEQU except for IP.SYSL1, IP.SLIB, IP.VER and IP.SYSE, which are micros and must be

defined by CMICRO.

All the CMR configuration parameters are grouped together near the beginning of CMR.

General parameters should be tailored to suit the needs of each installation; default values are shown in parentheses.

Changes should be made as insertions after CMRIP.1 in an update of PL1A.

L.ELST

L.EST

L.CST

L.INS

L.FNT

L.SEQ

L.IDT

LE.DFB00

LE.DFBXX
LE.CERFB

IP.ECSTP

N.BRKPT
N.CP

N.DEVICE

N.RBR

N.RQS

N.VRNBUF

N.SPRPP

IP.FTHRL

IP.FTHRU

IP.DCT

60494300 M

(20B)

(40B)

(50B)

(0)

(2200B)

(10B)

(40B)
(400B)

(77B)
(46B)
(0)

(10B)
(15)
(3)

(3)

(40)
(20)

(1)

(40B)

(140B)

(0)

Length of error logging status table. If defined as zero, no logging will be
done.

Length of equipment status table (<1000g). Only RMS devices may be placed
in the EST above 77g.

Length of channel status table. This parameter should be considered invariant.

Length of installation table. Size, definition, and usage of an installation table
is completely controlled by the individual site. No NOS/BE product set
program makes reference to the installation table.

Length of file name table.

Length of the sequencer table. To use the sequencer, the value must be (2*
number of jobs to be run)-2. If defined as zero, the sequencer cannot be used.

Length of ID table. Must be nonzero multiple of 8.

Size of system dayfile buffer may be less than 100g; if not, then it must be an
even multiple of 100g.

Size of control point dayfile buffers.
Size of hardware error file buffer. Subject to same limitation as LE.DFB00,

Type of ECS. If zero, code for ECS I is executed; if nonzero, code for ECS II is
executed.

Maximum number of CPMTR breékpoints (for DEBUG only).
Number of control points (1 to 15 decimal).

Number of controllers for allocatable devices; one for each 841, 844, or 885
disk pack controller (which may drive more than one disk pack unit). This
parameter only has an effect if no RMS devices are assembled in the EST.

Number of record block reservation tables; normally one for each 841 unit,
one for each 844-21 disk pack unit, two for each 844-41 double-density disk
pack unit, and two for each 885 disk unit. This parameter only has an effect
if no RBR cards are assembled.

Number of request stack entries.

Number of entries in tape VSN buffer. Each entry is six words long and
represents one line of job tape VSN information in the P display.

Number of PPs that are to be reserved for stack processor. In all cases,
N.SPRPP must be at least one. If any dual access devices are defined,
N.SPRPP must be at least two. The minimum value (1 or 2) should always be
used if there are only seven or ten PPUs.

Default lower limit of free FNT entries. When the number of free FNT entries
falls below this value, the system enters an FNT space critical condition. A
multiple of 10g should be specified; the units position is truncated and assumed
to be 0.

Default upper limit of free FNT entries. When the number of free FNT entries
rises above this value, the system clears the FNT space critical condition. A
multiple of 10g should be specified; the units position is truncated and assumed
to be 0. :

Default controller type for 844 controllers.

0 Half-track (7054) controller
1 Full-track (7154) controller
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IP.ELST ()]

IP.SYSL1 (NOS/BE-1.4)
IP.VER (RELEASE508)
IP.SYSE (12/15/79)
IP.SLIB (CMRLIB)
L.APF (64)

N.SETS (2)

N.VDDT (3)

INTERCOM parameters
L.ITABL (19)
System control point parameter

N.SBSYS (0)

Scheduler parameters

L.ECSSWP 3)

1-1-18

Initial value of error logging status byte. 0 is used for nondedicated mode, 3 is
used for dedicated mode.

System label (up to 20 characters); the first character must be blank.
System version identifier (up to 10 characters)

System generation date (up to 10 characters). These 10 characters are
changed to type of deadstart and time when a deadstart recovery is done.

Name of the library containing the segments and CMRTEXT corresponding to
this CMR

Length of APF table (2-word entries) 12<L.APF<8190

Maximum number of device sets which may be mounted at any one time. The
mounted set table (MST) will have a length of N.SETS*LE.MST. The range for
N.SETS is 1 through 63.

Maximum number of permanent packs for which jobs can be swapped out. The

dismountable device table (DDT) will have a length of N.VDDT + the number of
RMS EST entries.

Length of INTERCOM multiplexer table

Maximum number of subsystems that may be defined in the subsystem control
table. If zero, SCP code will not be assembled in CMR.

(Refer to Scheduling Parameters.)

ECS swap mask. The value of this symbol forms a mask of bits that control job
swapping when ECS is available.

Bit Meaning when set

0 Swap any INTERCOM or graphics job to ECS at end of command.

1- Swap any batch job to ECS at end of time quantum or if waiting for
memory.

2 Swap any INTERCOM or graphics job to ECS (overrides bit 0).

3 Swap any batch job to ECS (overrides bit 1).

4 Swap any job except MUJ to 819 (overrides bits 0-3).

5 Reserved.

6 Swap a job's direct access ECS and CM field lengths simultane-

ously. (This is effective only if IP.ECSW is nonzero; refer to ECS
Installation Parameters.) A job's ECS is always swapped to mass
storage.

7-11 Reserved.
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L.SCHJCA (20B)
L.SCHJDT (400B)
AFL.BAS (0)
AFL.INT (30B)

LOGICAL ID TABLE (LID)

If bits 0 through 4 are zero, only MUJ jobs and INTERCOM or graphics jobs at
end of time quantum or waiting for memory will go to ECS.

Bit 4 should be set only if an 819 is available.

Bit 6 should be set only if the system has two separate channels to the mass
storage devices that can hold swap files.

Length of job control area. Must be a multiple of 8. (Needs to be changed
only if new classes are added.) L.SCHJCA can be redefined by means of the
COMPASS pseudo-op SET.

Length of job descriptor table. Must be a multiple of 8.

Anticipated field length / 1000B used when INTERCOM is not up.

Increment to AFL / 1000B which is added when INTERCOM is brought up.

The Logical ID Table (IDT) in CMR contains the mainframe Host ID (HID), the associated Logical IDs (LIDs) and the
Physical Link ID (PID) of each currently linked mainframe of a multimainframe network. The last character of the HID in
any multimainframe network must be a unique letter. One and only one HID can exist for a given mainframe IDT. Up to 58

logical IDs can exist. L.IDT must be nonzero
following.

*INSERT,CMRIP.1

and a multiple of 8. The default HID is MFA. The HID can be changed by the

HOSTID CMICRO , (xxx) where xxx is the desired HID.

Logical IDs can be added by the following.
*INSERT,LID.1

LID xyz where xyz is the desired logical ID.

SYSTEM SECONDS

At end of job or when SUMMARY is executed, total system seconds is calculated and reported along with other job

accounting in dayfile messages.

System seconds is expressed mathematically.

SS = CP*AW + IO*BW + CM*CW + EC*DW

CP is CPU A plus CPU B time in seconds.

IO is I/O time in seconds.
CM is central memory core seconds.
EC is ECS core seconds.

AW, BW, CW, and DW are installation selected weighting constants.

Central memory and ECS core seconds are similar and can be expressed mathematically.

(CP*EW + IO*FW) * FL

CP is CPU A plus CPU B time in seconds.

IO is I/0 time in seconds.

EW and FW are installation selected weighting constants.
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Terms and their sum (SS) are calculated by CP monitor when a PPU requests the M.ICE function, EX.SS subfunction. The
elements CM and EC are calculated by the CP monitor routine PACKAGE each time central memory or ECS field length
changes, or when system seconds is requested by a PPU.

The general format of the dayfile messages which show job accounting is the following.

$CPA Raw CPU A time in seconds Weighted CPU A time

$CPB Raw CPU B time in seconds Weighted CPU B time

$10 Raw I/0 time in seconds Weighted I/O time

$CM CM core seconds in kiloword Weighted CM core seconds
seconds

$EC ECS core seconds in kiloword Weighted ECS core seconds
seconds

$SS Sum of weighted terms

$PP Raw PP time in seconds Today's date

PP time is reported although it is not added into the system seconds total.

Note that if IP.TCPUB is not equal to 4, then the figure referred to as raw CPU A time in seconds is itself an adjusted time.
It is (seconds *IP.TCPUB/4).

WEIGHTING CONSTANTS

Weighting constants, mentioned under the System Seconds paragraph, have the following values in the system release
version.

AW=1
BW=1

CW =.061035156250 (1000./40000B)
DW =.030517578125 (1000./100000B)
EW =.001

FW = .001

These values are not intended to be fixed or necessarily optimal for any individual installation. The weighting constants are
released with these values so that installations can gather meaningful statistics in order to adjust the values at a later time.
Note that CP and IO weighting constants AW and BW have the value of 1 in order to report actual time. CM and ECS core
seconds weighting constants CW and DW cause the weighted values to be in 40K and 100K octal units, respectively.

Core seconds weighting constants EW and FW have the value of .001 and cause CM and ECS core second values to be in 1000
decimal or kilowords seconds. The ratio of 1 to 1 is used even though each installation must determine the best ratio for
their job mix.

AW, BW, CW, and DW are defined at the end of CP.SS in CP MTR (near CRESCH.213), EW and FW are defined at the end of
PACKAGE in CP MTR (near CRESCH.373).

Installations should not charge the user for PP time. A significant portion of PP time is system overhead not specifically
requested or desired by the user. PP time will not necessarily be constant for the same job across several runs because PP
time used by a job is dependent upon system activity and configuration. For example, PP time accrued by a user job will
vary depending on the residency of the PP routines. Additionally, PP time charged will vary depending on the system
activity when the job is run.

TABLE STRUCTURES .

Establishing a CMR for an installation requires inserting information about the CMR configuration parameters and tailoring
the EST, RBR, and FLAW tables. Up to 64 different CMR configurations, each with unique EST, RBR, and FLAW tables,

may be placed on the deadstart tape.

EQUIPMENT STATUS TABLE

The EST may be tailored to any configuration by using the macros described in this section. Its size may be greater than or
equal to the number of hardware units present in the configuration. However, it may not exceed 777 (octal) since an EST

ordinal must be no more than nine bits. Since the first word of the EST cannot be used, the first equipment ordinal is 001.
Only RMS devices may have an EST ordinal greater than 77g,

The CMR tables are defined by the TABLE macro. The sequence of the macro calls defines the sequence of the tables
generated in CMR. This sequence can be altered by an installation, but the following constraints must be observed.

1. Origins of CST, EST, FNT, ITABL, DAT, RMSBUF, and STG tables must be located under 10000 (octal).

2.  The RQS table must be located under 20000 (octal).
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EQUIPMENT CONFIGURATION

The EST macro defines the equipment in the configuration and the attributes associated with them. The actual parameters
for the EST macro call are position independent and are given as a list of keyword=parameter fields separated by commas.

The EST macro causes a one-word EST entry to be constructed each time the macro statement occurs. For RMS devices, if
no EST macro with the same type, channel 1, channel 2, and controller has been assembled, a DST and corresponding DAT
entry will be constructed. If channel 2 is not blank, a second set of DST and DAT entries will be constructed for a dual
access configuration that allowed for 841, 844, or 885. A DDT entry is also constructed for RMS devices, and an MST entry
as well if MASTER is specified.

EST macro entries should be made at EST.1 in a PL1A update. The macro format is the following.

dt  EST keyword=xxx, keyword=yyy. . .

dt

Device type mnemonie; if dt is omitted, all parameters but ESTO are ignored.

Keywords include the following.

NAME

ESTO

CH
EQP

UNIT

UNITS

MUX

SN

VSN
NF

NM

FC

EC

MOD

1I-1-20

Device identifier; any combination of up to 6 letters or digits (must be unique for each RMS unit; used
to map RBRs).

EST ordinal (default is previous device count plus 1). The value must be larger than the previous
device count.

Channel numbers; multiple channels are given CH=(C1,C2, . . .).

Equipment number or display synchronizer number; multiple equipment numbers may be specified,
such as EQP=(EQ1,EQ2,...).

Unit number; if an expander is being used with 844-21 disk packs, the unit number can be two digits.
If 885 disks are used, unit numbers are two digits between 40 and 57 (octal).

Number of units defined; default=1 (automatically incremented as more are defined) not allowed for
disk.

Multiplexer subtable index or ECS buffer number (if ECS link is used for multimainframe communi-
cation. :

Setname; defines set membership of RMS device.

Volume serial number of particular RMS device.

Used on master device only to specify the maximum number of permanent files that the PFD for the
set can hold (PFD will be slightly larger). Default is 320y times the number of devices in the
device set.

Used on master device only to specify the maximum number of members permitted in this set; default
is equal to number of members in EST plus 5.

Applies to printers, specifies an optional forms code (equivalent to operator's DSP type-in); value
equals any two alphanumerie characters.

Applies to printers, specifies external character set (type of print train on the printer); values include
the following.

A4 ASCII 48-character set
B4 BCD 48-character set
A6 ASCII 64-character set
B6 BCD 64-character set

A9 ASCI 96-character set

Specifies device attributes; multiple attributes are given as MOD=(valuel, value2, . . .) where value is
one of the following keywords.

For all devices

OFF
For RMS devices, values are
FREE
SYS System files may reside on device.
PF Permanent files may reside on device.
QUE Queue files may reside on device.
SHAR Drive is shared between mainframes (applies only to 844s).
IDLE Drive is initially idled.
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For tapes, values are

ATS Specifies 67x tape subsystem.
GCR Used in conjunction with ATS parameter to indicate an ATS unit with 6250-cpi
density capability.
BID Used in conjunction with the MTS parameter to indicate Block ID capability for 66x
units (for example, MOD=(MTS,BID).
MTS Specifies 66x tape subsystem.
MMTC Specifies 65x tape controller.
6684 Specifies channel converter.
For printers
PFC Printer is equipped with programmable format control (applies only to 580 printers).
For DDPs, one of the following values must be specified.
D135 Specifies DDP type DC135.
D145 Specifies DDP type DC145.
MASTER Specifies attributes of set for which this is the master device; multiple attributes are given as
MASTER=(MI,M2,...)
SYS System files may reside on set.
PF Permanent files may reside on set.
QUE Queue files may reside on set.
SCR Scratch files may reside on set (system default set),
TYPE Specifies the controller type for the previously specified channel and equipment numbers (in

one-to-one correspondence if multiple parameters are included); multiple types can be specified as
TYPE=(TY1,TY2,...).

7054 Specifies 7054 controller.
7154 Specifies 7154 controller.
7155 Specifies 7155 controller.

This entry is used only for 844 and 885 devices; it is ignored for other devices. If TYPE is not
defined, 7155 is the default value for 885 disks, and the value of IP.DCT determines the default for
844 disks. If TYPE is not defined for the second, third, or fourth access of a multiple access disk,
the last defined type is used.

An attempt to redefine TYPE in a subsequent EST with
identical CH and EQP attributes is ignored and the
original definition is used.

SO ) Specifies the stack request scheduling option for RMS devices.
SEL Specifies optimization of requests within each unit and unit selection scheduling.
SEEK Specifies overlap seek optimization in addition to SEL optimization.
FIFO Sends stack requests to the device driver in the order received.

The default value is SEEK. This parameter is not allowed for 819 devices. This parameter needs to
be specified for the first device on the channel only. If specified for more than one device on the
channel, the first specified SO option is the default for all devices on that channel. Other specified
options for subsequent devices are ignored.

The device type may be any of the following.

AH 819 disk drive LQ Line printer (512)

AJ 885 disk drive LR Line printer (580-12)

AM 841 disk drive LS Line printer (580-16)

AY 844-21 disk drive LT Line printer (580-20)

AZ 844-41 disk drive MT Magnetic tape (657, 667, 677)
CcC 6683 satellite coupler NT Magnetic tape (659, 669, 679)
CR Card reader (405) CP Card punch (415)

Cs 791 LCC mux DS Console display

CX ECS link SC 6673/6674 wide-band mux

ED Distributive data path (DDP) DC 6671 low-speed mux

FE 255x Front End YC 6676 low-speed mux
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The shared attribute is not specified via the EST macro
for RMS controllers. This is not necessary, because the
software assumes that any controller may be shared.

The AH device type can have only the attributes ON,
FREE, PF, IDLE, and OFF. It cannot have the system
device attribute (SYS) nor can it be a MASTER device.
Also, it must be a member of a public set.

Parameters defining hardware eonfiguration are required (CH, EQP, UNIT). RMS devices also require NAME, VSN, and SN,
or only NAME if MOD=FREE. Do not use BSSZ to create spaces in the EST; use the ESTO parameter.

CAUTION

A mixed 844 RMS controller configuration (7154 full-track
controllers and 7054 half-track controllers) sharing 844
drives is allowed but must be used with caution. This
configuration must be operationally limited to data
recorded-in half-track mode to prevent serious perform-
ance degradation. This degradation occurs if full-track
recording operations are performed through the 7054 half-
track access. )

All numeric parameters are assumed octal unless otherwise specified. Multiple parameters must be enclosed in parentheses.
Channel numbers must be set up in order of precedence, except for RMS devices where channels should be specified in

ascending numerical order.

Before a continuation card can be used, information must
be punched through column 72 of the previous card and
the continuation card must begin with a comma in column
1.

In the following examples, the device type begins in column 1, the macro name in eolumn 11, and the parameter string in
column 18. .

AY EST NAME=844D,CH=2,EQP=0,UNIT=3,ESTO=10,MOD=(OFF,QUE,SHAR),
,VSN=SHARIO,SN=IOQUES,MASTER=(QUE,SCR),NF=500,NM=3

The above .creates a master device for set IOQUES with VSN SHARIO. This pack is shared and holds queue files; the
controller type has either been previously specified for channel 2 and equipment 0, or the system default defined in
CMR will be used.

AZ EST NAME=844DBL,CH=32,EQP=0,UNIT=7,ESTO=127,MOD=FREE,VSN=DB
,LDEN,SN=HICAP,MASTER=SCR,NM=2,TY PE=7154

The above creates a master device for set HICAP with VSN=DBLDEN. This double-density pack can be used as a
scratch pack. It is at EST ordinal 127 and is connected as unit 7. The controller type is set to full track if no prior
definition has been made for channel 32 and equipment 0.

AY EST NAME=844A,CH=7,EQP=5,UNIT=0,MOD=FREE
MT EST CH=(11,4,5),EQP=7,UNIT=0,UNITS=8D,MOD=(MTS, BID)

The above creates units 0 through 7 (7-track 667s) with 6684 data channel converter.

DS EST CH=10,EQP=7
NT EST- CH=(13,12),EQP=5,UNIT=2,UNITS=4,MOD=(MTS, BID), ESTO=42

The above creates units 2 through 5 (9-track 669s) at EST ordinals 42 through 45.
CX EST MOD=OFF,MUX=]

The above creates an ECS Link using ECS buffer 1 (MUX=1) for multimainframe communication.

The OFF designation for RMS devices causes all record block assignment to be prevented. During deadstart, OFF drives are

still checked and labeled. Only IDLE drives are ignored.

§ [-1-22
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Devices in a device set having the system set attribute cannot be designated as shared (that is, the system set cannot be
shared).

Parameters SN, VSN, NM, and NF are only considered at the time the device set is initialized; changing them later without
reinitializing the device set has no effect. The value of these parameters should be chosen with a view toward future
expansion.

Changing set attributes [ specified by the MASTER=(SYS,PF,QUE) parameter] does not require set initialization except
when the set contains a device which has been previously initialized with the attribute being added. Changing the SCR

attribute does not require set initialization because it has no corresponding device attribute. The operator can change set
attributes on a level 0 or 1 deadstart.

Changing device attributes [specified by the MOD=(SYS,PF,QUE) parameter] requires set initialization.
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EST and/or RBR ordinals may be changed without a requirement to reinitialize the set. (All disk resident system tables are
CMR independent.)

(o]

To avoid degradation in system throughput, the system
resident device should be on a channel separate from
any other equipment. In addition, SYSTEM and/or PFD
residency should be placed on double-ranked channels
(24g-33g) in CDC 6000 or CDC CYBER 70 series
mainframes with more than 10 PPUs or 12 channels.

Because certain tables (such as PFD, PFC, and DAM) on a device set are modified under the protection of the stack request
interlock (which is issued on a controller basis), any set can interfere with the performance of other sets on the same
controller. If any of the sets sharing one controller are public sets, system degradation may result.

Equipment (econtroller) numbers for 841 devices must be 4, 5, 6, or 7.

Equipment (controller) number for an 844 or 885 device must be zero; thus, a channel cannot have two 844 or 885 device
controllers. No testing has been done with any other equipment on the same channel with an 841, 844, or 885.

If full-track recording mode is used for an 844 or 885 device on a 20-PPU system other than CYBER 170 series model 720,
730, 750, or 760, disk revolutions may be lost when a PPU conflict occurs. The conflict occurs when the stack processor
partner PPU is executing I/0 instructions. Although lost revolutions may occur during confliet, performance degradation is
minimal. CYBER 170 model 7xx mainframes support full-track recording without lost revolutions.

An expander can be used with single density 844-21 drives only. A 6-bit numbering scheme is used for 844-21 and 844-41
units. A site with no expander uses 00 through 07 as in the past.

A site with an expander on each port uses drives 00 through 07 as the first rank (first drive on each expander), 10 through 17
as the next rank, and so on. Thus, drive 35 is the fourth drive connected to the sixth port of the controller (expander five).

Disk pack entries assembled into the EST for the installation CMR should be designated as idle, allowing the operator to
mount public or private devices as required.

Dual access 841/844/885 allows simultaneous data transfer to two members of a group of 841, 844, or 885 mass storage
units, where:

° For 841, the group must be connected to two 3553-1 controllers and each unit must have dual acecess option
10163 installed.

° For 844-21, the group must be connected to two controllers (either 7054 or 7154 types) that can be loaded with
a compatible version of the controlware.

. For 844-4x, the group must be connected to two controllers (7054, 7154, or 7155 type) that can be loaded with
a compatible version of the controlware.

[} For 885, the group must be connected to two 7155 controllers.
There is no advantage in designating dual access if one or both of the controllers is being actively shared by two mainframes.
If the dual aceess configuration uses one single channel coupler, FCO CA32618 must be installed in both controllers.

Usefulness of the dual access 841/844/885 feature, relating to the improvement of efficiency, mainly depends on the type
of job mix and the number of units in the group. Even though the number of units is three, under circumstances where
relatively large data transfers are expected to each of the units simultaneously or randomly, a fair improvement of
throughput can be expected. Conversely, if the job mix is compute-bound and the total of RMS processing time is less than
the elapsed time, or where the delay of stack requests costs nothing because of multiprogramming, no improvement is
expected regardless of the number of units.

If IPARAMS symbol IP.CSET is equated to IP.C63, the data channel converters used must all be 6681s, all 6684-Is or 6684-IIs
used as 6681s.

If IPARAMS symbol IP.CSET is equated to either IP.C64.1 or IP.C64.2, the data channel converters used must be all 6681s,
all 6684-IIs or all 6684-Is used as 6681s.

Equipment numbers of 657 and 659 magnetic tape controllers must be 4, 5, 6, or 7. If 657 or 659 tape units are to be used
for deadstarting, they must be configured on channels 0, 12, 13, 32, or 33.

Equipment number for the 667 and 669 (MTS) controller must be 0. Channel 0 cannot be used for the MTS (66x) or ATS (67x)
tape subsystems. ATS (67x) controller equipment numbers can range from 0 through 7.

Each 6000 channel can have only one 6681 or 6684 channel converter. This restriction does not execlude the use of a 6000
type controller on the same channel with the 6681 or 6684 converter.

If one of the channels is channel zero, it must appear as the first channel.
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The channel must not include the high-order bit (40 octal) for the 6684; this is a function of the 6684 parameter.

6683 couplers cannot share a channel with other equipment. Use either a dedicated channel (CC) for the 6683, or turn all
other equipment on the 6683 channel logically OFF.

RECORD BLOCK RESERVATION TABLE (RBR)

Each mass storage device is represented by at least one entry in the RBR. Several RBRs can be generated for a single
device, each describing a unique area on the device. Each entry includes a two-word header and a variable length bit table.

The first word of each RBR header contains a 6-bit allocation style code supplied as a parameter to ;he RBR macro when
the CMR is assembled at an installation. Unique allocation style codes for each RBR can be set by the installation; this code
can be used to direct a file to the RBR with a specific RB size or recording technique.

An RBR table is a single bit string of variable length, up to a maximum of 4095 bits. Each bit represents the availability of
the corresponding record block (RB); the number of PRUs per RB is constant throughout the table. On a system device or
on the first RBR of the master pack of a publie set, the RB size can be no greater than MAXRBCNT PRUs. If the RMS
deadstart feature is to be used, the system device RB size must not exceed the physical block (PB) size and should divide it
exactly. The recommended RB sizes are 57 for 844 devices and 160 for 885 devices.

The RBR macro is defined in an order-independent parameter format where the parameters consist of keyword=value.
Keywords and values are in the following description. All numeric values are assumed decimal unless otherwise specified.
RBRs are added to CMR by inserting RBR macro statements into RBR.1 in the following form.

name RBR keyword=xxx,keyword=yyy,...
name RBR name. This name must be specified in the EST macro.
COUNT=rblocks Number of recofd blocks in this RBR (required parameter).
PRURB=prus Number of physical record units per record block. If not specified, the default value is

used. The default is device dependent.
ALLOCs=style Allocation style. If not specified, the default value is 0.

DEFAULT=number Default file assignment. Default file assignment is inhibited if number is 0. Default
files are assigned if number is any other value or if DEFAULT=number is not specified.

MAXRB=max Upper threshold for DAM processing on a shared device (ignored for an unshared device).
SPM returns space to the DAM when the number of locally available RBs reaches max.
The default value is 1000B.
MINRB=min Lower threshold for DAM processing on a shared device (ignored for an unshared device).
SPM obtains space from the DAM when the number of locally available RBs decreases to
min. The default value is 40B.
Example for 844-21
844A RBR COUNT=3232
Private devices are configured by LABELMS, independent of the RBR declarations in CMR.

RMS drives configured for private device usage must be defined to have no more than eight RBR table entries per device.
The RB size specified must be not less than 1/32 of the PB (physical block) size and not greater than 32 times the PB size.

The 844 PB size changed from 56 to 112 PRUs/PB with the introduction of the 844 double density feature at PSR level 430.
For 844 pack upward compatibility from earlier systems to level 430 or later systems, the RB size for 844 devices is
restricted to the following values. These RB sizes apply for upward compatiblity regardless of whether the installation is
using the 844 double density feature.
RB sizes less than or equal to 56 are 4, 7, 8, 14, 28, and 56
RB sizes greater than 56 may be
(2n-1)*56+1<RB size <2n*56 where n=1,2,...32

Example

For n=1, 57<RB size<112
For n=2, 169<RB size <224

Consecutive sections of any device must be specified by consecutive RBR statements. The installation should set up the
RBR table entries for drives to be used for private devices such that the maximum number of RBRs for any device is also
the maximum number that will be used by any private device; and the total bit table size (controlled by the RB size and
number of RB) for the drive should also be the maximum required by any private device.
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Example for 844-41

844F RBR COUNT=3232
844F RBR COUNT=3232
Number of PRUs Corresponding
Device Mnemonic PB Size in Default RB Count
844-21 pack AY 114 57 3232
844-41 pack AZ 114 5771 3232
819 unit AH 160 160717t 4030
885 unit AJ 320 1607 3356

Every RMS device is logically divided into groups of PRUs called physical blocks (PBs). The number of PBs per device must
not exceed 4095.

1 PRU =1 sector = 64 CM words

An RB represents the minimum amount of disk space that can be assigned to a file. RB size need not be equal to PB size.

If the RB size is less than the PB size but does not divide it exactly, disk space is lost. This is because an RB assignment will
not be made starting in the middle of a PB if that RB would then overlap to the next PB. Instead, the RB begins on the next
PB boundary and the remaining PRUs in the current PB become unavailable.

Example (PB=114 PRUs)

RB Size (PRUs) RBs/PB Unused PRUs/PB
14 8 2
56 2 2
57 2 0
110 1 4

If the RB size is greater than the PB size but is not an exact multiple of it, disk space is lost. Since an RB assignment will
not be made starting in the middle of a PB and since each RB is greater than the PB size, it follows.that all RBs will start on
a PB boundary and that unused PRUs in the last PB of an RB become unavailable.

Example (PB=114 PRUs)

RB Size (PRUs) PBs/RB Unused PRUs in Last PB
169 2 59
222 2 6
224 2 4
281- 3 61
1120 10 20

FLAW TABLE

The FLAW macro and the deadstart FLAW inputs have been changed to use physical addresses, in the same format as
LABELMS. Numbers are assumed octal unless otherwise specified. FLAW macro entries should be inserted at FLAW.! in

the following format.
name FLAW (string)

name: RBR name
string: Physical address of flaw (must be in parentheses)

t Requires two RBRs to fully deseribe disk space.
1t For the 819 unit, PRU/RB cannot be changed from the default of 160. For the 819 unit, 1 PRU = 64 CM words =
1/8 sector.
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The formats of the flaw strings are as follows.

Device

841

844-21

844-41

819
885

Format

Txx,Cyyy,Szz.
Txx,Cyyy,Szz.
Txx,Cyyy,Szz.

Txx,Cyy,S0.
Txx,Cyy,S0.

Values Parameters

0<xx<23g T Track number
0 <yyy<307g C Cylinder number
0<zz<15g S Sector number
0<xx<22g

0<yyy<632g

0<zz<27g

0< xx<22g

0< yyy <1466g

0<zz<27g

0< xx <10g

0<yy=633g

0<xx<47

0<yy=<1512g

For all devices, the sector parameter (S) may be specified in the following form.

Sbbb-eee

bbbz
eee:

Beginning sector number
Ending sector number

For an 819, the sector p}irameter(s) need only be specified as S0. NOS/BE 1 accesses one PB (track) at a time.

Example

844A FLAW

(T12,C421,524-26)

FLAW statements for the same device must be contiguous. Devices to be flawed must have SN and VSN specified in their

EST macro call.

For the 844-21 (AY) and the 844-41 (AZ), NOS/BE 1 reads the utility flaw map to obtain the disk flaws. This is done when
the device is a member of a public set being initialized or modified during deadstart, or when the device is labeled by
LABELMS. Refer to section 17 for a description of Factory Format Support.

COMPUTING PHYSICAL ADDRESSES FOR CONVERTING RB NUMBERS

If the cylinder/track/sector of a flaw is not known, but the RB number and the PRU number are known, the following
diagrams and formulas may be used to convert the RB and PRU to the physical address (cylinder/track/sector) of the flaw.

First, compute the PB (physieal bloek) and SPRU (standard PRU) from the RB and PRU. If the device has one RBR and an
RB size equal to the PB size, then PB = RB-1 and the SPRU is the same as the PRU. Otherwise, consult nondefault RB sizes

as shown.

819 PB=RB

Cylinder

(PB-1)/10

Headgroup PB-1-cylinder*10 (Headgroup is synonymous with track; resulting values should be truncated)
PRU/8 (since there are eight PRUs per 819 sector)

Sector
841  Cylinder is PB/5

Let

CPB (cylinder PB) be remainder of PB/5
CS (eylinder sector) be CPB*56+SPRU

Then

Track = (CS/7) mod 20
Sector = (remainder of CS/T)*2+CS/140

844-21, 844-41, and 885

PB number

T

Half track

m = cylinder position
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e = even or odd PRU number within the PB

0 for even
1 for odd

Cylinder = bits 2 through 11 of the PB number
PBS = PB size in PRUs

RBS = RB size in PRUs
TRS = track size in PRUs

Let
CS (cylinder sector) = PBS*m+SPRU+(integral number of SPRU/RBS)
Then
Track = CS*2/TRS
Sector = (remainder of CS*2/TRS)*2+e
Full-track

Cylinder = bits 2 through 11 of the PB number
Let

EM = bits 0 and 1 of the PB number
CS = PBS*EM+SPRU+SPRU/RBS

Then

Track = CS/TRS
Sector = remainder of CS/TRS

Nondefault RB sizes (PB size # RB size).
To compute the PB and SPRU for nondefault RB sizes, do the following.

1. When the RB size is larger than PB size, one RB fits in an integral number of PBs; let this integral number be
the factor.

PB=(RB-1)*factor+PRU/(PB size)
SPRU=remainder of PRU/(PB size)

2.  When the RB size is smaller than the PB size, one PB contains an integral number of RBs; let this integral
number be the factor.

PB=(RB-1)/factor
SPRU=PRUHremainder of RB-1/factor)*RB size

3. In both cases, if the RB was not in the first RBR of the device, determine the starting PB of the RBR from the
CMR assembly or dump, and add this value to the PB.

CMR EQUIPMENT CONFIGURATION EXAMPLES

Example modifications to CMR for installation of the following equipment, including 819 RMS devices (CDC CYBER 170
Model 176 only).

415 card punch on channel 5, equipment 4
405 card reader on channel 12, equipment 4
Console on channel 10, controller 7

Two 580 PFC printers on channel 11, equipments 6 and 7, print train BCD, 64-character set
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Sixteen magnetic tape units on channels 5, 11, 12, and 13 with 6681 converter, equipment number 5, units 0 through
_17B

Three 9-track magnetic tape units on channel 7 with 6681 converter, equipment 7, units 0, 1, and 2

Two 844 units (one available as a nonshared private device and one available as the system resident device and master
device of the public set containing 819 devices)

Four 819 units configured on FLPP channels 4, 5, 6, and 7 (2 by 4 access), equipment 7 units 0 through 3 (available for
scratch and permanent files)

*INSERT EST.1

AY EST - NAME=844A,CH=4,EQP=0,UNIT=0,MOD=(SYS,PF,QUE),SN=PUBLSET
,, VSN=SYS000,M ASTER=(SYSS, PF,QUE,SCR)

CP EST CH=05,EQP=4

CR EST CH=12,EQP=4

LR EST " CH=11,EQP=6,MOD=PFC,EC=B6

LR EST CH=11,EQP=7,MOD=PFC,EC=B6

DS EST CH=10,EQP=7

MT EST CH=(13,12,11,5),EQP=5,UNIT=0,UNITS=16,ESTO=10

NT EST CH=7,EQP=7,UNIT=0,UNITS=2

AY EST NAME=844B, CH=4,EQP=0,UNIT=1,MOD=(FREE,IDLE)

AH EST NAME=819A,CH=(4,6), EQP=7,UNIT=0,MOD=PF,SN=PUBLSET, VSN=8
,YS002 :

AH EST NAME=819B,CH=(4,6), EQP=7,UNIT=1,MOD=PF,SN=PUBLSET,VSN=8
,YS003

AH EST NAME=819C,CH=(4,6), EQP=7,UNIT=2,MOD=PF,SN=PUBLSET,VSN=S
,YS004

AH EST NAME=819D,CH=(4,6), EQP=7,UNIT=3,MOD=PF,SN=PUBLSET,VSN=S
,YS005

*INSERT RBR.I

844A RBR COUNT=3232

844B RBR COUNT=3232

819A RBR COUNT=4030,PRURB=160

819B RBR COUNT=4030,PRUR B=160

819C RBR COUNT=4030,PRUR B=160

819D RBR COUNT=4030,PRURB=160

Example CMR modifiéations for installation of the following equipment.
415 card punch on channel 5, equipment 4
405 card reader on channel 12, equipment 4
Console on éhannel 10, synchronizer 7
Two 580 PFC printers onvchannel 11, equipments 6 and 7, print train ASCII, 64-character set ,
Sixteen magnetic tape units on channels 5, 11, 12 and 13, 6681 converter, equipment number 5, units 0 through 17B
Three 9-track magnetic tape units on channel 7, 6681 converter, equipment 7, units 0, 1, 2
Five 844 units, one available for shared private device, one available for nonshared private device, and two members of

system device set designated as queue devices; channel 4, equipment 0, and units 0-4. All are accessed with a full-
track controller.

Two 885 units and two 844-41 units, all accessed by a 7155 controller on channels 0 and 3.
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*INSERT EST.1

AY EST NAME=844A,CH=4,EQP=0,UNIT=4, MOD=(SYS, PF),SN=PUBLSET, VSN
,=SYS000,TYPE=7154

CP EST CH=05,EQP=4

CR EST CH=12,EQP=4

LR EST CH=11,EQP=6,MOD=PFC,EC=A6

LR EST CH=11,EQP=7,MOD=PFC,EC=A6

DS EST CH=10,EQP=7

MT EST CH=(13,12,11,5),EQP=5,UNIT=0,UNITS=16,ESTO=10

NT EST CH=17,EQP=7,UNIT=0,UNITS=2

A)nr EST NAME=844X,CH=4,EQP=0,UNIT=0,ESTO=40,MOD=(FREE,IDLE,SHAR
9

AY EST NAME=844B,CH=4,EQP=0,UNIT=1,MOD=FREE,IDLE)

AY EST NAME=844C,CH=4,EQP=0,UNIT=2,MOD=QUE,SN=PUBLSET, VSN=SYS0
,03

AY EST NAME=844D,CH=4,EQP=0,UNIT=3,MOD=QUE,SN=PUBLSET, VSN=SYS0
,04

AJ EST " NAME=885A,CH=(0,3),EQP=0,UNIT=40,MOD=(FREE,IDLE),TYPE=7155
AJ EST NAME=885B,CH=(0,3),EQP=0,UNIT=41,MOD=(FREE,IDLE), TYPE=7155
AZ EST NAME=844E,CH=(0,3),EQP=0,UNIT=0,MOD=(FREE,IDLE), TYPE=7155
AZ EST NAME=844F,CH=(0,3),EQP=0,UNIT=1,MOD=FREE,IDLE), TYPE=7155
*INSERT RBR.1

844A RBR COUNT=3232

844X RBR COUNT=3232

844B RBR COUNT=3232

844C RBR COUNT=3232

844D RBR COUNT=3232

844E RBR COUNT=3232

844E RBR COUNT=3232

844F RBR COUNT=3232

844F RBR COUNT-3232

885A RBR COUNT=3356

885A RBR COUNT=3356

8858 RBR COUNT=3356

885B RBR COUNT=3356

DEADSTART INSTALLATION PARAMETERS (DSLCOM)

The release value default parameters in the Operator Option Matrix are determined by a condition miero in the deadstart
parameters common deck DSLCOM. The default CMICRO OPTDF determines the initial values for the options. Deadstart
option defaults can be changed by inserting, at DSLCOM.12, either a MICRO or a CMICRO. Examples to set recover 1/0 -
queues to NO and to initialize ECS are as follows.

OPTDF CMICRO ,NNNNIN
or OPTDF MICRO 1,,$NNNNIN$

The default of the options appear from left to right in the MICRO. To change a default value, insert a micro (named
OPTDF) with the desired changes at DSLCOM.12.

The MICRO as released includes the options following (left to right in the micro string).
1.N Reload libraries
2.Y Recover I/O queues
3.N Validate user sets
4.N Equipment changes

The following two values may or may not be defined. Their assembly is governed by the IPARAMS symbols IP.ECSB and
IP.SRMS.

5.U Initialize ECS
6.N First mainframe to deadstart

60494300 N. 11-1-29



All symbols described below are defined in the common deck DSLCOM. Default values are shown. A 65K memory is
assumed. Central memory usage by deadstart may be modified by changing the symbol values at DSLCOM.12 on PL1A.
Most symbols are keyed from a symbol defining an adjacent area, and all depend on the value of the symbol BASE. For
example, if a 131K system is to have an unusually large CM resident library, it may be necessary to set the origin address
of IRCP (IRADR) to a higher value redefining BASE to any arbitrary address in the middle of CM. For central memory
larger than 65K, ample space is available to enlarge both the CM resident area and the RBT area.

. BASE CEQU 112000B Location from which origins of other areas are keyed
IRADR CEQU BASE- Absolute origin address of IRCP (defines size of IRCP)
26000B
MAXRBCNT CEQU 160 ‘Maximum RB size in PRUs of any system device or master device of a
public set
TBUFO0 CEQU IRADR- ‘Lowest data block used by IRCP
2000B
- (MAXRBCNT *101)
CMRSIZE CEQU 16000B Number of words in CMR to be saved for recovery purposes
DSPLCHAN CEQU 10B Display channel number
DSPLCTLR CEQU 7 Display controller number
ROCKCNT CEQU 10B Retry count for tape parity error
DRIVBFL CEQU 23000B DRIVBUF length

The following dependencies and constraints exist and may be helpful in making changes.

1.

2.

3.

4.

5.

6.

The central memory resident libraries/programs must not extend past IRADR or loading cannot complete. If they do,
BASE must be redefined.

Deadstart recovery attempts to recover the INTERCOM user tables which are located after the CM library and are

typically about 5000g CM words. Deadstart will recover all user tables before TBUFO0 and abort all users with tables
above TBUFO.

IRCP must not be larger than BASE - IRADR or it will overlay DRIVBUF. An assembly error will occur if an attempt
is made to generate an IRCP larger than the current value of BASE - IRADR.

If ECS is to be defined (IP.ECSB nonzero), the deadstart parameter IRADR must be changed; A value of"

BASE—320008 is suggested. This must be done in addition to adjusting BASE, depending upon machine central memory
size.

DRIVBUF contains copies of IRP (the RMS driver), the RMS driver overlays (one for each device type), 885 BC
controlware, 844 BC controlware, and 66x BC controlware. To save CM space in deadstart, any of these drivers or
controlware that are not needed by an installation can be removed from the deadstart tape and the size of DRIVBUF
shortened appropriately. (Note that the controlware packages are about 32003 CM words each, except 885
controlware which is about 5500 CM words, and the 819 subsystem which is less than 1000g CM words.) The length
of this buffer is controlled by the value of DRIVBFL.

When the old CMR is saved for recovery, the number of words to be moved is determined by the DSLCOM symbol
CMRSIZE. This value includes all the CMR tables recovered by deadstart. If IP.ECSB # 0, the JDT (job deseriptor-
table) is the highest table recovered and GMRSIZE should correspond to the start of CP.MTR in CMR. If IP.ECSB =0,
the empty page stack is the highest table recovered and CMRSIZE should correspond to the start of the ECS
parameter table (symbol T.ECSPRM in CMR). If CMR is larger, CMRSIZE must be redefined.

For a level 0 or 1 deadstart in which device labels are initialized or modified, the RMS flaws are maintained in a
backward list starting at machine size - RBTSIZE. (RBTSIZE is a DSLCOM symbol which defines the maximum size
of the RBT area needed for the system file.) The RMS flaws are passed to postdeadstart in a list at the end of control
point zero. This list must not extend past IRADR. If it does, a warning message is displayed and the overlapping
flaws are discarded.
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7. It is strongly recommended that the BASE origin be as high as possible, up to 377777g. Execution of IRCP is not
guaranteed when loaded about 377777 minus IRCP length. The following formula can be used as a guideline.

Let
MAXRBT = Maximum length of RBT area expected to be used by the installation. (Deadstart

recovery expects the RBT area to be intact. If the RBT delimiter cannot be found in
the last 20000B CM words, recovery is not possible.)

DOSIZE DRIVBFL + size of OPCOM buffer (DOSIZE = 24000B on the unconfigured deadstart

tape).

BUFSIZE = Maximum of (17620B, CMRSIZE). 17620B is the combined size of buffers STLBUF,
MTRBUF, DSDBUF, and CMBUF. CMRSIZE is the DSLCOM symbol used for saving
CMR.

Then

Base = Machine size - MAXRBT - DOSIZE - BUFSIZE

Example

Suggested values depending on the size of central memory are as follows.

Central Memory CMRSIZE MAXRBT BASE
65K 16000B 10000B 124000B
98K 22000B 20000B 223000B
131K or more 22000B 20000B 323000B

8. Increasing the value of BASE may restrict the capability to perform checkpoint recovery deadstarts with memory
degraded.

CTI, MSL, AND DDS INSTALLATION

The Common Test and Initialization (CTI) module and the Deadstart Diagnostic Sequencer (DDS) module are part of the
NOS/BE release package. The MSL 100 Off-Line Maintenance System Library is available optionally as a separate product.
The NOS/BE Operator's Guide describes detailed procedures for installing CTI and DDS. The MSL 100 Off-Line
Maintenance System Library Reference Manual, Volume 1, describes the procedure for installing MSL.

Select the appropriate procedures for your site based on the following:
o To deadstart from tape only and run no system confidence tests, do not perform any CTI, MSL, or DDS installation.

e To deadstart from tape only and run system confidence tests, install DDS onto disk or install MSL onto disk if MSL
is available at your site.

o To have the capability to deadstart from disk, build the operating system with IP.DSRMS not equal to zero and
install CTI onto disk.

Preparing a Disk Deadstart Device

After generating a deadstart tape with the desired installation parameters (including IP.DSRMS set to nonzero) and the
appropriate CMR configuration, perform the following steps to prepare a disk deadstart device. The NOS/BE Operator's
Guide describes the procedures for setting the deadstart panel, performing coldstart, and selecting CTI options.

1. Ensure that the correct controlware is loaded and is functioning properly in all controllers that use controlware.
2. Set the deadstart panel for a level 0 deadstart from the configured deadstart tape.

3. Load CTI onto a disk that does not contain permanent files or information that must be preserved. Use the
procedure described in the Deadstart section of the NOS/BE Operator's Guide. This procedure includes executing
the CTI installation utility first with the R (release) option and then with the I (install) option. Use of the release
option is recommended for the first installation of CTI onto a disk to ensure that the deadstart sector does not
contain extraneous data.

4. If MSL is not available at your site, skip to step 5. If MSL is available and if your site wishes to do system
confidence testing at deadstart time, install MSL onto disk. Follow the installation procedure described in the
MSL 100 Off-Line Maintenance System Library Reference Manual, Volume 1. After MSL is installed, skip to step
6.
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5. If MSL is not available at your site and if your site wishes to do system confidence testing at deadstart time,
install DDS. Mount the DDS installation tape and load DDS onto disk by following the procedure described in the
Deadstart section of the NOS/Be Operator's Guide. Omit this step if you installed MSL onto disk previously.

6. Peform alevel 0 deadstart from the configured deadstart tape, specifying the yes option for equipment changes on
the main deadstart options display (4.Y).

7. During EST processing, assign the disk onto which CTI has been loaded to the system set. Assign the system
device attribute to that disk and initialize the system set. (Other devices in the system set are allowed to have
the system device attribute also.)

8. Proceed through preloading, loading, and postdeadstart. After postdeadstart ‘completes, the message, WAIT
DEADSTART, disappears from the left screen indicating that preparation of the disk deadstart device is complete.

Future level 1 deadstarts can be done from the disk contammg CTI. Ensure that all system devices used during this
procedure are online.

To load a different system deadstart tape onto disk without changing the version of CTI, DDS, or MSL on the disk, perform
a level 0 deadstart from the deadstart tape. If a device containing CTI is online and has the system device attribute in the
EST, the system updates the disk automatically to enable future level 1 deadstarts from disk. It is not necessary to
initialize the set or device label.

Replacing CTI, MSL, and DDS on Disk

To replace CTI on disk with a different version, perform a level 0 deadstart from the tape containing the new version of
CTIL. Execute the CTI installation utility with the I (install) option. Do not use the R (release) option. It is not necessary
to initialize the set or device label.

To replace MSL or DDS on disk with a different version, ensure that the disk does not contain any permanent files before
following the installation procedure. The MSL 100 Off-Line Maintenance System Library Reference Manual, Volume 1,
documents the procedure for MSL. The Deadstart section of the NOS/BE Operator's Guide documents the procedure for
DDS. Initialize the device label after MSL or DDS is replaced.

PERMANENT FILES AND DEVICE SET INSTALLATION

Under NOS/BE, all RMS devices are grouped into device sets. Each of these device sets has a setname (SN). Within the
device set, the device has a unique name and a volume senal number (VSN). The setname and volume serial number are
recorded in the RMS label of the device.

Device sets can be used in one of two ways: as a public set or a private set. Private sets are device sets which are
typically used by a subset of jobs and, therefore, their availability may be determined by whether they are requested by any
jobs. Public sets are defined and maintained by the installation and are public throughout the running of the system. The
usage of the public sets must be additionally qualified by the application of public set attributes to the device set. The
possible attributes are the following.

o System set attribute determines all permanent files of ID=SYSTEM are to be resident within this device set. In
addition, this device set contains all the system devices, including the RMS deadstart device.

e  Scratch set attribute determines that scratch file assignment is to be to the applicable device sets.

e Permanent file default set attribute determines that default permanent file assignment is to be to the applicable
device set.

®  Queue set attribute determines that queue (input and output) file assignment is to be to the applicable device set.

The seratch set attribute is the only one which can be applied to more than one public set at the same time; otherwise, any
combination of device set attributes can be applied to a public set. The maximum number of public sets is four and all
attributes must be assigned. A device which is currently a member of a public set is called a public device. A device which
is currently a member of a private set is a private device.

Within a device set, certain device attributes can be applied to the devices within the device set. These attributes qualify

how a particular device is to be used while a member of the device set. Specifically, the device attributes include the
following.

e Master device attribute defines the specified device on which the disk resident tables are to be resident.
e Permanent file device attribute defines that permanent files can be assigned to the specified device.

e Queue file device attribute defines that queue files can be assigned to the speclfled device. (This does not apply
to private sets.)

e System device attribute defines that system files can be assigned to the specified device and that the device can
contain CTI, DDS, or MSL.
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The master device attribute is the only one which can be applied to only one device within the device set. If a file is not a
system file and is not meant to be a queue or permanent file, it can be assigned to any device within the device set.

File assignment occurs by first picking the appropriate device within the device set. Appropriateness is partly determined
by the various assigned attributes.

The device set and device attributes serve as a means of performing a software configuration of devices irrespective of the
hardware configuration of the drives on which the devices are mounted. This distinction is most obvious in the case of
removable devices such as 844s (pack is synonomous with device). To complete the description of the total RMS
configuration, drive attributes are used. Drive attributes describe the hardware configuration of the drives. The possible
attributes include the following.

RMS type

Channel numbers
Equipment number
Unit number
Shared equipment
Shared unit .

Correct specification assures the accessibility of drives by the specifying mainframe.
The master device of each device set contains the following disk resident tables.

Permanent file directory (PFD)
Permanent file catalog (PFC)
Set member table (SMT)
Device allocation map (DAM)
Logical flaw table (LFT)

PFC allocation map (PAM)

The size of the tables is controlled by the specification of the NM and NF parameters on the EST macro call for the master
device. NF declares the number of permanent files and queue files estimated to reside on the device set, and NM declares
the number of devices to be members of the device set. Multiple eyeles of a permanent file should be counted as 1 for the
NF specification.

NF must be greater than or equal to 1 and less than or equal to 16384. However, if NF is greater than 15872, the number of
hash points in PFD will be nonprime, which adversely affects the efficiency of the permanent file hashing algorithm.

Specification of NM affects the disk space allocated to the SMT, DAM and LFT. The number of PRUs reserved for the DAM
(disk copy of the RBR) is 2*NM. Since this number of PRUs is reserved at the time the device is initialized, and installations
may want to add additional devices to the device set at a later time, NM should be chosen with a view to expansion. Since
generally one PRU is needed for each RBR, for multiple RBR devices NM should be increased by 1 for each two additional
RBRs. Special care must be taken to allow for multiple PRU DAM entries. A DAM entry uses two PRUs if the RBR bit
table size is 62D CM words. For such DAM entries, NM should be increased by 1 for each additional RBR. The LFT table is
the same size as the DAM table. The SMT table is assigned one record block.

The NF parametei' affects disk space allocated to the PFD, PFC and PAM. The PFD is allocated NF/4 PRUs (four PFD
entries per PRU). The PFC is allocated 3*NF/2 PRUs. A PFC entry always occupies an integer number of PRUs. A PFD
entry has a length of 16D words.

The attached permanent file table (APF) contains two-word entries and is central memory resident. Every permanent file in
use by a job must have an APF entry. The size of the APF table (L.APF) limits the number of permanent files attached
simultaneously by all jobs in the system.

The mounted set table (MST) contains five-word entries and is central-memory resident. Every mounted device set (private
and public) is described in the MST. The number of MST entries (N.SETS) limits the number of device sets mounted
simultaneously by all jobs in the system.

Each RMS device described in the equipment status table (EST) has an associated DDT entry in the fixed portion of the DDT
(four words/entry). The remainder of the DDT is described as the variable portion of the DDT (two words/entry) and is
reserved for a list of packs for which jobs are swapped out waiting.

The permanent file routines contain a universal password that, when specified in a request, grants a universal permission. A
default file retention period is also defined. This universal password, permission, and file retention period apply to
permanent files on private sets created on NOS/BE 1.2 level 461 and earlier systems, and on all public sets. The installation
can change the universal password by redefining the symbol UNIV in permanent file PP routines. It is located in COMDECK
PREAMB and should be defined as a 9-character value. The installation can change the universal permission by redefining
the symbol IP.UP in deck IPARAMS on PL1A. Symbol IP.PFRP in IPARAMS defines the default file retention period. The
universal password and file retention period do not apply to private sets created on NOS/BE level 473 and later systems.

A public password defined in the permanent file routines must be specified to permit use of ID=PUBLIC on a CATALOG or
RENAME request. This public password applies to private sets created on NOS/BE 1.2 level 461 and earlier systems, and all
public sets. The public password can be changed by redefining the symbol IDPERM in permanent file PP routines. It is
located in COMDECK PREAMB and should be defined as a 9-character value. This public password does not apply to private
sets created on NOS/BE 1.3 level 473 and later systems.
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Private sets created on NOS/BE level 473 and later systems have their own universal password, universal permission, public
password, and default permanent file retention period stored in the label of the master device. The installation can define
default values for the ADDSET parameters UV, UP, PB, and FR by redefining symbol DFV$ (at UPWDEF.1) in the CP routine
PFCCP to be nonzero and by redefining symbols UVD, UPD, PBD, and FRD (at UPWDEF.2 through UPWDEF.5) in PFCCP to
contain installation defined default values. When DFV$ is set to a nonzero value, all four default values must be defined. If
the installation does not define any defaults, all private set master device ADDSET statements must contain UV=, UP=, PB=,
and FR= parameters. If these parameters are not present, ADDSET aborts with the message xx MUST BE SPECIFIED, where
xx is the parameter to be specified.

The installation must provide a PP routine (part of its own accounting routines), to store the user's acecount number into each
control point area, in word W.CPFACT. This account number is presumed to have been taken from the job statement, and is
used for CATALOG regardless of any AC parameter specified in the control statement or macro call. The identification, I
to 9 alphanumeric display-coded characters, has the following format.

59 5 0

16
Account No. (Right Justified)

The account number should be right-justified to the 16 code (octal) and left-filled with binary zeros. When W.CPFACT is
nonzero, accounting dayfile messages are issued to both system and control point dayfiles whenever the status of a per-
manent file changes; that is, when a catalog, purge, or rename is processed.

DISK SPACE THRESHOLD SETTING

The unavailability of certain types of disk space can cause deadlocks. These types and the kinds of files that reside on them
are listed.

Public Set Device Attribute Kind of File
System " PF Dayfile, CE error file
PF PF Default PFs
Q Q Default Q files
SCR -- Default local files, swap/roll files

(can be multiply defined)

Two thresholds for each of the four types of disk space are specified as assembly parameters in 2RN. 1RN periodically
(every 2**IP.RBINT seconds) initiates the calculation of the sum of available RBs for each of the thresholds. If the available
disk space equals or falls below the first or upper threshold, an operator warning message is issued. If the available space
falls below the second threshold, the system is placed in step mode and a final operator warning message is issued. The
upper threshold for scratch space should be designated high enough (CM size plus 10 percent) to enable the operator to clear
control points and initiate one or more jobs to free space.

The system issues only one message for each threshold. When available disk space again exceeds a threshold, a message
informs the operator. The installation can disable the feature by defining IP.RBINT=11D.

The interval at which the available RBs are checked against the threshold values is defined in 1RN as an installation
assembly parameter (IP.RBINT). The interval in seconds is calculated as 2**IP.RBINT. The default value of IP.RBINT
equals two (that is, a four-second interval).

Macro DSTDEF generates the disk space threshold table (DSTT) used by 2RN to calculate the available RBs on the sets
defined in the DSTT. The set being checked must have the attributes defined in the macro; however, it may have other
attributes as well. This allows installations which have sets with multiple set attributes (for example, PF and Q) which in
turn contain devices with a single attribute (for example, a PF device or a Q device) to check the set once for available PF
space and once for available Q space with independent thresholds.

On a shared disk, all local space will be released by any mainframes having the device logically OFF in the EST. This may
prevent space deadlock situations.
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DSTDEF has the following format.

DSTDEF Ti,T2,A,B,C,D
Ti= Upper threshold (in RBs)
T2= . Lower threshold (in RBs)
A through D Optional parameters indicating up to four set attributes required on sets to which the thresholds are
applied
P Permanent files
Q Queue
S System
X Scratch

Calls to the DSTDEF macro should be inserted at DSTDEF.! in deck 1 RN on PL1A.

Default threshold settings are as follows.

DSTDEF T1=50,T2=20,A=S
DSTDEF T1=100,T2=50,A=P
'DSTDEF T1=150,T2=100,A=Q
DSTDEF T1=160,T2=80,A=X

Threshold examples

Configuration 1

Setname Set Attributes VSN Device Attributes
SYSTEM SX 844A MSP
PFQSET PQ 844B MPQ
PFQSET PQ 844C PQ

PFQSET PQ 844D PQ

DSTDEF macro calls
DSTDEF T1=200,T2=100,A=S,B=X
DSTDEF T1=300,T2=150,A=P,B=Q

In this example, the operator is warned when the available RBs on VSN 844A reaches 200 or fewer and 100 or fewer,
and when the available RBs on VSNs 844B through 844D combined reach 300 or fewer and 150 or fewer.

Configuration 2

Setname Set Attributes . VSN Device Attributes
SYSTEM SX 844W MSP
PFQSET PQX 844X MP
PFQSET PQX 844Y Q

PFQSET PQX 8447 P

DSTDEF macro calls

DSTDEF T1=250,T2=150,A=X
DSTDEF T1=100,T2=50,A=8
DSTDEF. T1=200,T2=100,A=Q
DSTDEF T1=150,T2=50,A=P
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In this example, the operator is warned when the available space for scratch files (VSNs 844W, 844X, 844Y, and 8447)
is 250 and 150 RBs (or fewer). Warnings for PF space occur when VSNs 844X and 844Z contain 150 and 50 available
RBs (or fewer), for Q space when VSN 844Y contains 200 and 100 available RBs (or fewer), and for S space when VSN
844W contains 100 and 50 available RBs (or fewer).

SCHEDULING PARAMETERS

JOB CLASSES
Definitions
] Minimum queue priority (MINQP); the priority with which a job will first enter the CM queue.

. Maximum queue priority (MAXQP); the maximum priority level a job in the CM queue may achieve while waiting
for scheduling. |

° Base quantum (BQ); the amount of time that a job, once brought to a control point, maintains a high priority, thus
helping to avoid being swapped out by another job.

o Quantum priority (QP); the priority given to a job when it has been swapped-in. The job maintains that priority
for the duration of its base quantum.

] Age rate (AR); a factor used to weight the priority of a job according to the time spent in the CM queue.

The preceding parameters apply to each of the available classes of jobs. Each class serves to define a series of jobs by their
common characteristics, such as response time requirements or the minimum amount of time that a job has access to core.

] Anticipated field length (AFL); an amount of central memory field length which the scheduler tries to set aside
in anticipation of jobs of INTERCOM or higher class. Scheduler will not swap in a job from the central memory
queue if it is a batch or device class job and if such a swap would not leave at least an amount of unassigned
memory equal to AFL.

The seven classes include the following list.

Batch

Device (batch with nonallocatable devices)

INTERCOM

Multiuser

Express

Graphics

ECS (batch with direct access ECS)

When a job requests scheduling for central memory, its job deseriptor table entry is placed into the central memory queue
with a queue priority equal to the minimum queue priority of its class. Its priority is evaluated according to its minimum
queue priority, the age rate of the class, time in the queue, and the job statement priority. When the priority of the job
reaches the maximum for the class, aging ceases. This priority evaluation is performed for all jobs in the central memory
queue, and the results are compared with the priorities of those jobs at control points. When a job is swapped into central
memory, it is given a priority equal to the quantum priority of its class.

When the quantum of the job has elapsed, its priority is reduced to the minimum of its class.

Since it requires some overhead to swap a job, the quantum permits a job to remain at a control point for a reasonable length
of time before it becomes eligible for swapping. The quantum of a job is considered elapsed when the job has used a
specified amount of CPU or PPU time.

All priorities for a class, except MAXQP, are weighted by job statement priority.

Figure II-1-1 illustrates the interaction between two classes, batch and INTERCOM, and displays in a graphical form the
relationship between the parameters of these two classes.
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BATCH/INTERCOM CONSIDERATIONS
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Figure II-1-1. Batch/INTERCOM Considerations

The assumptions used in formulating this set of parameters were that the response time for INTERCOM users should fall
within certain bounds, irrespective of the batch loading; that, once a bateh job is executing, it has a guaranteed-period of
execution before competing with other batch jobs; and that a batch job be allowed to execute a minimum period before a
swapout can be forced by an INTERCOM job. Within the bateh class, the aging between the minimum queue priority and-
maximum queue priority (interval A) is intended to ensure that, job statement priority considerations aside, the first batch
job to enter the central memory queue will be the first job to be swapped into central memory. The minimum queue priority
for an INTERCOM job is greater than the maximum queue priority of the batch job (interval B) so that INTERCOM jobs will
not have to compete with batch jobs waiting for central memory. Aging of jobs in the INTERCOM class serves two purposes:
first, as in the batch class, to ensure first into the central memory queue, first into central memory; secondly, to allow
INTERCOM jobs, after a certain period of time has elapsed, to force the swapout of a bateh job so that the INTERCOM job
can run.

The extra increment D, between the quantum priority of a batch job and the maximum queue priority of an INTERCOM job,
allows INTERCOM jobs to be selective in the batch jobs that are swapped-out to provide core, by becoming eligible to swap,
first of all, low job statement priority batch jobs and, eventually, to be able to forece out even the highest job statement
priority batch jobs. Interval D can be set smaller than the total range of the job statement priority values. By doing so,
those jobs with a high job statement priority will not be forced out by INTERCOM jobs before their quantum has expired.
Interval E between the maximum queue priority and the quantum priority of INTERCOM jobs, is used for similar purposes as
interval C in the relationship between INTERCOM jobs and the next higher class of users. Similarly, this also will allow
INTERCOM jobs to run to their quantum before they start to compete for central memory with other INTERCOM jobs.

The following list is the default set of parameters, as they appear in CMR. The parameters selected provide good
throughput for an installation running a heavy load of batch jobs, as well as provide good response time for a 20-terminal
INTERCOM system where an average of ten terminals are active at any one time. However, graphies jobs, if running, will
take precedence over all other jobs.
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* SCHEDULER PARAMETER SETTINGS CMR 1527
* CMR 1528
* PARAMETER S DISPLAY CMR 1529
* DESCRIPTION TYPEIN CMR 1530
MAXNBA CEQU 30B MAX NO OF JOBS W/O MAXN1 CMR 1531
* NON-ALLOC EQUIP CMR 1532
MAXNDE CEQU 10B MAX NO OF JOBS WITH MAXN?2 CMR 1533
* NON-ALLOC EQUIP CMR 1534
MAXECC CEQU 4000B MAXIMUM ECS MAXE
COMMITMENT

QPINP CEQU 2200B INPUT QUEUE QUANTUM QPO CMR 1535
* PRIORITY CMR 1536
BQINP CEQU 2000B INPUT QUEUE BASE BQO CMR 1537
* QUANTUM CMR 1538
BONECS CEQU 1 DAECS PRIORITY BONUS BON
* CMR 1539
* BATCH CLASS CMR 1540
* CMR 1541
MINQPBA CEQU - 100B MIN QUEUE PRIORITY MINQP1 CMR 1542
MAXQPBA CEQU 1000B MAX QUEUE PRIORITY MAXQP1 CMR 1543
ARBA CEQU 4B AGING RATE AR1 CMR 1544
QPBA CEQU 1400B QUANTUM PRIORITY QP1 CMR 1545
BQBA CEQU 2000B BASE QUANTUM BQ1 CMR 1546
* CMR 1547
* DEVICE CLASS CMR 1548
* CMR 1549
MINQPDE CEQU 200B MIN QUEUE PRIORITY MINQP2 CMR 1550
MAXQPDE CEQU 1000B MAX QUEUE PRIORITY MAXQP2 CMR 1551
ARDE CEQU 10B AGING RATE AR2 CMR 1552
QPDE CEQU 1400B QUANTUM PRIORITY QP2 CMR 1553
BQDE CEQU 2000B BASE QUANTUM BQ2 CMR 1554
* CMR 1555
* INTERCOM CLASS CMR 1556
* CMR 1557
MINQPIN CEQU 1110B MIN QUEUE PRIORITY MINQP3 CMR 1558
MAXQPIN CEQU 2400B MAX QUEUE PRIORITY MAXQP3 CMR 1559
ARIN CEQU 1000B AGING RATE AR3 CMR 1560
QPIN CEQU 25008 QUANTUM PRIORITY QP3 CMR 1561
BQIN CEQU 200B BASE QUANTUM BQ3 CMR 1562
* CMR 1563
* MULTI-USER CLASS CMR 1564
* CMR 1565
MINQPMUJ CEQU 2410B MIN QUEUE PRIORITY MINQP4. CMR 1566
MAXQPMUJ  CEQU 2510B MAX QUEUE PRIORITY MAXQP4 CMR 1567
ARMUJ CEQU 200B AGING RATE AR4 CMR 1568
QPMUJ CEQU 3000B QUANTUM PRIORITY QP4 CMR 1569
BQMUJ . CEQU 4000B BASE QUANTUM BQ4 CMR 1570
* CMR 1571
* EXPRESS CLASS CMR 1572
* CMR 1573
MINQPEXP CEQU 1000B MIN QUEUE PRIORITY MINQP5 CMR 1574
MAXQPEXP  CEQU 3200B MAX QUEUE PRIORITY MAXQP5 CMR 1575
AREXP CEQU 400B AGING RATE AR5 CMR 1576
QPEXP CEQU 32008 QUANTUM PRIORITY QP5 CMR 1577
BQEXP CEQU 400B BASE QUANTUM BQ5 CMR 1578
* : CMR 1579
* GRAPHICS CLASS CMR 1580
* CMR 1581
MINQPGRA CEQU 2000B MIN QUEUE PRIORITY MINQP6 CMR 1582
MAXQPGRA  CEQU 35008 MAX QUEUE PRIORITY MAXQP6 CMR 1583
ARGRA CEQU 2000B AGING RATE ARG CMR 1584
QPGRA CEQU 35008 QUANTUM PRIORITY QP6 CMR 1585
BQGRA CEQU 1000B BASE QUANTUM BQ6 CMR 1586
ks CMR 1587

ECS CLASS
MINQPECS CEQU 200B MIN QUEUE PRIORITY MINQP7
MAXQPECS  CEQU 770B MAX QUEUE PRIORITY MAXQP7
ARECS CEQU 4 AGING RATE AR7
QPECS CEQU 20008 QUANTUM PRIORITY QP7
BQECS CEQU 6000B BASE QUANTUM BQ7

The values for QPxx, MAXQPxx, and MINQPxx must
not exceed 6777B. The system uses priorities greater
than 6777B to indicate special conditions.
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The foregoing default set of Scheduler parameter settings does not represent the ideal settings for most installations.
Adjustments shouid be made to these parameters so as to match the needs of individual sites. Aithough the default param-
eters produce reasonable batch throughput and interactive job response time on a 131K mainframe, the parameter set must
be modified for efficient use on a smaller mainframe. The following settings are recommended as a starting point for
further tuning systems to individual site requirements.

The 131K parameter set should appear similar to the following:

IP.MPR 70B
MAXNBA 6
MAXNDE 2
QPINP ‘ 2000B
BQINP 20008
BATCH CLASS MINQPBA 0
- ~ MAXQPBA 700B
ARBA 1
QPBA 1000B
BQBA 20008
DEVICE CLASS 'MINQPDE 0
- MAXQPDE 700B
ARDE 1
QPDE 10008
BQDE 20008
INTERCOM CLASS MINQPIN - 700B
MAXQPIN 1420B
ARIN 100B
QPIN 1520B
‘ BQIN 200B
MULTI-USER CLASS MINQPMUJ 1420B
MAXQPMUJ 1520B
ARMUJ ~ 200B
QPMUJ 1620B
BQMUJ 7000B
EXPRESS CLASS MINQPEXP 400B
- MAXQPEXP 1420B
AREXP 200B
QPEXP 14208
BQEXP 4000B
GRAPHICS CLASS MINQPGRA 1420B
: MAXQPGRA 1530B
ARGRA 200B
QPGRA 1630B
BQGRA 2000B
ECS CLASS MINQPECS 0
- MAXQPECS 670B
ARECS 1
QPECS 1400B
BQECS 6000B

The parameter set for a 65K mainframe should-be identical with the exception of MAXNBA dropping to a value of 2.

The batch classes have low minimum and maximum queue priorities as well as low age rates. The device class with twice
the age rate of the batch class gives the device class a scheduling advantage over the batch class. A device class job would
experience, on the average, half the wait time of a batch class job. Since the device class represents additional resources
being tied up, such as control points and tapes, it is preferable to get that job through the system with a minimal delay.

The quantum priorities of the batch and device classes are low enough so that INTERCOM jobs, having a high age rate, can
forece batch jobs to be swapped out after a one-half to two second delay, depending on job card priority and quantum
considerations.

The INTERCOM class job is given a small base quantum which normally is enough time to execute an INTERCOM job step.
The bateh quantum, on the other hand, is larger, preventing batch jobs from swapping other batch jobs unnecessarily. The
multiuser eclass job, such as EDITOR, is given the highest priority because it can service several INTERCOM users
simultaneously.

The parameter MAXN determines the maximum number of batch or device class jobs which can run at any given time. The
number of device class jobs is kept small; the determining- factor being that device class jobs are rolled out rather than
swapped out; each job can make a control point unavailable for swapping. It is essential to keep a reasonable number of
control points available for serving other jobs. The maximum number of batch jobs is much higher, a large number being
preferable to provide the Scheduler with a better pool of job candidates, allowing better core utilization. However, too
large a job pool may adversely affect individual job turn-around while improving total system throughput.
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Parameters QPO and BQO in the lower half of the S display are the quantum priority and base quantum given to jobs coming
out of the input queue and entering a control point for the first time. The quantum priority is higher than that for normal
batch jobs, enabling short jobs to run to completion without swapping.

The express queue is given a high priority and aging rate, since it contains all jobs terminated by operator intervention. The
quantum is small because the end-of-job procedure is minimal. This class was given express consideration under the
assumption that these jobs would release valuable resources back to the system.

CENTRAL MEMORY

The determination as to which jobs may occupy central memory simultaneously depends on the job class, job field length, and
the available central memory field length. Additional considerations affect central memory allocations such as maximum
field length (MFL) and anticipated field length (AFL).

MFL This value represents the largest amount of central memory field length any single job may obtain. MFL is
set by installation parameter IP.MFL but may be changed by the protected DSD S-display command,
MFL,nnnn, which changes MFL to nnnn*100B CM words. (nnnn must not exceed 3777B.)

AFL This value is the CM FL whiech Scheduler will set aside for jobs of INTERCOM or higher classes. Only batch
or device class jobs waiting in the CM queue are affected by this parameter as the value of AFL is
subtracted from the field length available to these two job classes before determining if sufficient field
length is available for the job. AFL is initially set to AFL.BAS*1000B CM words. When INTERCOM is up,
AFL is incremented by AFL.INT*1000B CM words. As with MFL, AFL may be changed by the protected
DSD S-display command, AFL,nnn, which changes AFL to nnn*1000B CM words.

AFL is used to minimize the effect of the following events.
When an INTERCOM job step ends and the control point and field length are freed, Scheduler assigns this control point and
field length to a batch job from the CM queue. Another INTERCOM job may displace this or another batch job because

INTERCOM jobs have a higher priority. When this happens frequently, the repetition of this cycle can become a real prob-
lem.

To reduce the frequency of this swapping, Scheduler requires that a certain amount of CM remain unassigned and thus

available for initiation of an INTERCOM job step, but not available for swap-in consideration to batch or device class jobs.

This amount of CM is called the anticipated field length (AFL). The value AFL is defined by two symbols in CMR.
_AFL.BAS Basic AFL is used if INTERCOM is not up.

AFL.INT INTERCOM increment is the amount added to basic AFL when INTERCOM is brought up and subtracted
when INTERCOM is dropped.

The following guidelines should be used to arrive at a practical setting for MFL and AFL for each individual installation.

PFL Physical Field Length, in CM words

CMR . Size of CMR (LWA of library)

RBT Size of RBT area

POSFL 2 * [P.POSFL * 100B

FFL Fixed fie)ld length, total field length in use by system routines (JANUS, INTERCOM, SCPs, 7000 Station,
and so on

UFL User field length, available for user jobs

MUFL Maximum UFL (equal to UFL when FFL=0)
MUFL = PFL - CMR - RBT - POSFL

AFL.INT should be set to a value which approximates the average FL occupied by INTERCOM jobs at one time.

If the installation experiences a large number of swapouts caused by requests for increased FL by jobs at control points,
AFL.BAS should be increased to counteract this effect.

MFL may be set to any appropriate value within the following limitations.
o Too small a value may preclude some standard software products from executing.

[ If MFL is set greater than MUFL, a job requesting this much FL will be swapped out and cannot be swapped back
in to complete.

If MUFL>MFL>UFL, a job requesting a field length of MFL will be swapped out and cannot be swapped back in to complete
until at least one of the system routines is terminated. This may oceur if a system routine is initiated during the time that a
very large job is executing. This condition may effectively remove nonallocatable resources such as tape drives or
permanent files from the system when, for example, INTERCOM is initiated. Console operators should be advised that this
problem may occur.
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If at any time MFL>UFL-AFL, a job in bateh or device class which has (or is requesting) a field length of MFL may be
swapped out and Scheduler will not normally swap it back in. The job may be allowed to swap back in by reducing AFL or by
dropping INTERCOM, or by locking the job in with the N.LOCKIN. command. Another alternative is to drop a system
routine.

It is not recommended that MFL be changed dynamically while the system is processing jobs. It should be changed only

during system initialization to correct an incorrect setting of the parameter when the system was built. To do otherwise
could cause certain jobs to abort when they request additional memory. ’ i

ECS USAGE
ECS usage is affected by several factors that ean be changed by console entries.

MFLE The largest amount of ECS that any user can obtain. This value is established by IP.MECS. Refer to
’ the NOS/BE Operator's Guide for a deseription of the MFLE S-display command.

MAXECC The iotél amount of direct access ECS committed to active jobs. For efficient use of ECS, this value
should normally be set higher than the actual amount of available ECS. Too high a value will cause
excessive scheduling and swapping. Refer to the NOS/BE Operator's Guide for a description of the
MAXE S-display eommand.

BONECS The amount of extra priority given every job with ECS assigned. System efficiency improves if the

i swapping of user field lengths can be minimized. Refer to the NOS/BE Operator's Guide for a
description of the BON S-display command.
CPU

CPMTR selects which job the CPU should be assigned to next. Using the parameter values with which the system is
released, this selection occurs at least every 20 milliseconds for each CPU.

The selection is based on the CPU priority level associated with each job. As released, there are five possible levels. They
are defined by the following symbols which are defined in IPARAMS.

PR.IDLE (0) A low priority job for default assignment

PR.BATCH (1) All normal bateh jobs execute at this priority.

PR.INT (PR.BATCH+1) INTERCOM job

PR.SCP (PR.INT+1) System control points and jobs initiated by the operator

PR.SYS (PR.SCP+1) System jobs (storage move and scheduler)
Each of these levels may be redefined by inserting a new value into IPARAMS in the same manner that IP.xx symbols are
redefined. Note that PR.INT is defined relative to PR.BATCH, and so forth, so that when any one level is redefmed all
higher levels are automatically redefined. PR.SYS must always be the highest priority level.
Because INTERCOM jobs have a higher CPU priority, it is possible for an errant INTERCOM job to seriously degrade the

batch jobs. Installations that want to avoid this possibility should insert the statement PR.INT CEQU 1 into IPARAMS. This
leaves INTERCOM jobs running on an equal basis with BATCH jobs.

SYSTEM IDLE MODE

If IP.SIDLE is nonzero, code is assembled to support an IDLE mode of operation. When the system is in IDLE mode, control
. point activity is inhibited; the CPU is not scheduled to any jobs at control points and no jobs are initiated or swapped into
vacant control points. If time permits, IDLE mode swaps out all control points and performs a system level checkpoint.
Such a checkpoint may be used during deadstart to recover the system even if memory contents are subsequently lost.

The system uses IDLE mode to control activity and possibly improve system recoverability in the event of circumstances
whieh jeopardize system availability. IDLE mode may also.be initiated by operator command; in this case, a checkpoint is
always performed. This feature may be useful in idling system activity prior to a scheduled system downtime (for example,
prior to a preventive maintenance period).
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IDLE mode does not provide a completely restartable
system checkpoint. Jobs which cannot be swapped out are
not recovered but are either rerun or dropped if they have
no-rerun status. Included in this class are jobs with
nonallocatable equipment assigned, jobs waiting for op-
erator action, real-time jobs, and jobs with direct access
ECS assigned if swapping of direct access ECS is disabled.
Furthermore, jobs swapped out to ECS when IDLE mode is
initiated are rerun/dropped upon checkpoint recovery.

ECS INSTALLATION PARAMETERS (ECSCOM)

The ECS extensions are designed primarily to improve the efficieney of an I/0 bound system by accomplishing the following.
° Buffering the sequéntia[ly accessed RMS files through ECS
® Swapping jobs to ECS
L] Moving a part of the system library to ECS
® Allocating files in ECS
® Moving part of CMR code to ECS to free up CM space

The default values of the ECSCOM configuration parameters are defined with the CEQU or CMICRO macros, so that an
installation can insert all modifications at one given place. The CEQU and CMICRO macros are used to define variables
conditionally. Since they are effective only if the variables have not been previously defined, any modifications should
precede the default definitions.

Installation parameters oriented to ECS are defined in the COMDECK ECSCOM. Changes may be made at ECSCOM.8 in an
update of PL1A. Default values and parameter descriptions are as follows.

IP.EBUF (16D)

Defines the default ECS buffer size in pages. To significantly improve system I/O, the ECS buffer allocated to a file should
be at least four times larger than the buffer used in CM for the same file, resulting in a default value in the 10000 to 20000
(octal) words range. A larger ECS buffer (40K or more) does not provide any significant improvement compared with the
default value.

If an ECS buffered file does not overflow its buffer, it stays in ECS and is processed as an ECS resident file, possibly locking
a very large amount of ECS for only one file. Buffer space is not reserved when the buffer is requested; it is allocated only
when needed and released as soon as possible, one page at a time. Allocation of an ECS buffer to a file having a CM buffer
approximating one RB does not improve throughput because of the scheduling algorithm used by the stack processor.

If 819 buffering is enabled (IP.819 is nonzero), the parameter IP.EBUF has no effect for 819 buffering. The default buffer
size is not variable.

IP.ELIB (0)

If zero, the code for ECS resident library will not be assembled in the system; if nonzero, maximum number of words/1000
(octal) that may be used for storing ECS resident library programs. This value can be changed at deadstart time; however,
it can be nonzero only if IP.ECSB is nonzero. IP.ELIB cannot be set equal to the paged ECS area total length, since part of

it is issued for the system area including empty page stack, system subpages (at least 2K), preallocation page reservation
table (1K), and ECS system buffers.

IP.ERES (0)
If set to one, the ECS resident file capability is activated. The ECS resident file option feature can improve system
throughput for a given job by keeping large files (particularly random access) in ECS. However, it can have an adverse

effect on the overall improvement of the system by drastically reducing the amount of ECS available for job swapping, ECS
buffering, and the system library.
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IP.ECSW (0)

If IP.ECSW is zerc, the code that allows swapping of user direct access ECS is disabled. If not zerc, bateh jobs with ECS
requirements (but with no nonallocatable device requirements) will be assigned to the ECS class, and will be seheduled in the
same way as batch class jobs. Note that more resources will be used to swap ECS field lengths to mass storage, but system
throughput will improve. If IP.ECSW is nonzero, IP.ECSB must also be nonzero.

SYSTEM CIRCULAR BUFFERS  (SCB)

Data is buffered between ECS I/O buffers and disks by the system circular buffers. There are two types of SCB: CM and

_DDP. In both cases, the data transfer is controlled by the 1SP I/O buffering executive and circular buffer manager (CBM), a
CP monitor funetion. CBM is activated by 1SP to start and to end the transfer and by MTR during the transfer through a
system M.BUFFER function. The transfer is controlled by the SCB control table which has FIRST, IN, OUT, LIMIT, and
TRIGGER pointers. The CM circular buffer that the control table points to is 101B words/PRU in length for a CM SCB and
1B word/PRU in length for a DDP SCB. Minimum size for a SCB is 3 PRUs. Larger SCBs cause féewer CPU interrupts, but
require more ECS to be allocated for a read ahead.

SCBs are defined by thé ECSBUF macro as follows.
ECSBUF size,DDP

size PRU count; SCB size
DDP blank; CM SCB
DDP; DDP SCB

There must be one ECSBUF macro call for each SCB defined. In addition, each DDP SCB must have a DDP defined in EST.
If more DDPs are defined in the EST than there are DDP SCBs, the additional DDPs are not used. If fewer DDPs are defined
in the EST than there are DDP SCBs, the additional SCBs are not used. The number of CM SCBs should be limited to three.
The number of DDP SCBs corresponds with the number of available DDP channels. Also, the number of SCBs must be the
same as the number of RMS controllers. i

An example of SCB installation changes follows.

Assuming that ECS buffering is defined (IP.ECSB = 1), there is one DDP available and if two CM SCBs are to be defined, the
installation changes are as follows.

*INSERT IPARAMS.15

(other installation parameter modifications)
IP.ECSB CEQU

*INSERT EST.1

(other EST modifications)

ED EST CH=12,EQP=5

*INSERT - ECSBUF.1

ECSBUF 24,DDP
. ECSBUF 16
ECSBUF

Data can be transferred between ECS and RMS using either type of SCM interchangeably. The priority of the SCBs, as
determined by the order of the ECSBUF macros, determines which SCB is assigned when one is requested. The first SCB
that is not busy is the one assigned. In the previous configuration, three SCBs are defined with DDP having the highest
priority.

At least one SCB is required if ECS swapping (IP.ECSW) is enabled.

MACROS TO CONSTRUCT ECS LABEL

Before ECS is used for the system,t it is divided into partitions and a label that defines these partitions is written to ECS.
The image of an ECS label can be set up in CMR for deadstart processing, so that the operator can construet an ECS label
when required. :

An ECS label consists of a two-word header and two-word entries for each partition. The number of partitions is limited to
nine (one for a COMMON partition and two per mainframe for as many as four mainframes).

The ECS label header contains the length of defined ECS and the number of defined partitions with a specially formatted

header word and a checksum. The ECS label is written in the first 1000B words of ECS to one of the areas starting at 120B,
230B, 340B, 450B, 560B, or 670B.

tWhen constructing the ECS label, ECS on a model 176 cannét be shared between mainframes; all partitions of ECS must be
associated with the 176.
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Two macros are available to set up a temporary image of an ECS label in CMR at location 340B. This information will be
initialized during deadstart continuation.

ECSLABEL length

length Defined ECS length/1000B
ECSPART name,type,fl,bit,fw
name Partition name (up to 10 characters), which is the mainframe ID unless the partition is type
COMMON.
type Partition type:

1 Direct access ECS area. One partition of this type must be assigned to each mainframe
ID. This area contains the ECS system segments.

2. ,Sys}em area and paged ECS area. One partition of this type must be assigned to each
mainframe ID. This area includes ECS system tables and buffers and may contain ECS
resident libraries and files.

3 COMMON area for multicomputers. First partition defined in ECS must be type
COMMON if ECS link is defined.

f1 Partition length/1000B.

bit Reserved for future use.

fw First word address/1000B of partition. If absent, LWA+1/1000B of preceding partition is
assumed.
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The following example assumes the size of ECS is 754000B (250K decimal) words and divides ECS for two computers and a
COMMON partition.

ECSLABEL 754

ECSPART LINK,3,10
ECSPART ONEOVEM, 1,40
ECSPART THEOTHER,1,40
ECSPART ONEOVEM,2,300
ECSPART THEOTHER,2,300

43000B words of ECS remain unassigned in the example.

The definition of ECS label can be placed at CMR.2167.

The computer identification label for a mainframe may optionally be stored in CMR. When partitions are assigned at
deadstart, the mainframe ID from CMR is compared against ID of the partitions. The operator can modify the mainframe ID
from the console during deadstart ECS partitioning processing.

A computer ID is stored into CMR by defining the configuration parameter for computer ID, IP.CMPID. This definition, if
changed, should be placed at CMRIP.1.

Example IP.CMPID CMICRO 10,(SN58)

ECS SYSTEM SEGMENTS

The segments in an ECS system have all their nonlocal symbols defined in text CMRTEXT. If none of those symbols are
affected, the segments need not be reassembled when configuring a system. Deck CMRDIR defines the residence of the
segments. A segment must be named in an OVL macro call.

The format of the call follows.

OVL segment, CM, iparam

segment The segment name

CM Indicates segment should be resident, no matter where it is defined.

iparam Installation parameter when specified. The segment is only defined if the installation parameter is
nonzero. :

OVL calls follow a call to the AREA macro, defining the overlay area where the corresponding segments execute.
AREA name

Three areas are defined for use as name.

CM Central memory resident
MTR Monitor mode overlay area
USER User mode overlay area

Segments may be moved to CM residence by defining them within the CM resident area, or by adding the CM parameter to
the corresponding OVL call. No other change of area is allowed.

CMRDIR as released contains a complete template for the system. All segments defined in the CM area are resident
segments and cannot be moved to another area. Changes should not be made to CMRDIR unless they result in significant
performance improvement. Segments not defined in CMRDIR are not included in the ECS system built by LDCMR.
SEGMENT ACTIVITY COUNT
A provision has been made to count how many times each ECS resident segment is being referenced to aid the installation in
determining how many segments should be moved into central memory. This count may be activated via an SAC call in
RA+l. The interface desecription follows. The installation can write a user program to request the data and format it into a
usable report.
CALLING SEQUENCE

label SYSTEM,SAC,R,addr

R is required recall parameter.

The area specified by addr is at least twice the number of segments in length.
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The code for counting segment calls replaces the code that performs’the segment trace. The counts are accumulated in the
segment trace buffer. On each call, the counts are transferred from the trace buffer to the user's buffer at addr, and the
trace buffer is reset to zeros.

The first time that the segment activity count is called, the trace buffer contains trace data instead of segment activity
counts. In this case, the data that is returned should be ignored.

The format of the data returned at addr follows.
addr contains the length of the data that was returned. addr/2 is the number of segments.
addr+1 is zero.
addr+2n is the name of segment number n, left-justified, zero-filled.
addr+2n+1 is the number of segment calls since the last call for segment activity counts.
The DSD command, RESTART, causes tracing to be resumed.
If ADDR+2n is not within the field length of the calling program, the job is aborted with the message PP CALL ERROR.
If the trace buffer is smaller than n words, the segment activity count code is not placed into CMR to initiate activity

counting.

ECS AS A LINK MEDIUM BETWEEN MAINFRAMES

ECS can be used as a link medium devicet between two mainframes (CX) as an alternative to 6683/6683 channel couplers
(CC). To assemble the system with the ECS driver turned on, set IP.ECSLK nonzero. IP.ECSB must also be nonzero. The
following ECSCOM installation parameters can be varied by the installation for the ECS driver.

IP.ECSLK CEQU 0 0 =no MMF ECSlink, 1 = ECSlink can be used.

IP.LNKBF CEQU 1 Number of MMF ECS link buffers defined. One link buffer is required for each
link between two distinet mainframes.

IP.MAXBL CEQU 1461B Size of maximum block to be transferred on one ECS access. This cannot
exceed 1461B.

IP.LNKMN CEQU 500B Minimum acceptable ECS buffer length.

IP.ECYC CEQU 37B Controls primary restart cycle of the ECS link driver. Driver restarts at

primary cycle rate only if there is work to do. The following restart times are
approximate in milliseconds.

3B 1 millisecond
7B 2 milliseconds
17B 4 milliseconds
37B 8 milliseconds
7B 16 milliseconds
177B 32 milliseconds
377B 128 milliseconds
1777B 256 milliseconds
3777B 512 milliseconds

-TT77B 1024 milliseconds

IP.CYSTP CEQU I Controls the rate at which the link driver slows its restart rate when the link
activity is low.

IP.EIDLE CEQU 5 Controls the number of idle cycles allowed before the link decides to slow the
restart rate due to inactivity.

IP,.ECLNK CEQU 0 0 = no simulation for dual test mode, 1 = allows simulation of dual computers
for ECS link testing on one mainframe. IP.LNKBF must be set to 2.

t+On a CDC CYBER 170 Model 176, ECS cannot be used as a link medium between two mainframes.
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UPDATE INSTALLATION OPTIONS

The following UPDATE features are available or unavailable through assembly options and may be modified by deleting the
appropriate entry in the range UPDATE.703 through UPDATE.711; these changes should be specified in the installation deck
PLICIL

DECLKEY Enables DECLARE directive.

CHARG64 Supports full 64-character set.

PMODKEY Enables PULLMOD card and G option.

AUDITKEY Allows audit funetions.

EDITKEY Allows merge and edit.

EXTOVLP Enables detection of four types of overlap involving two or more cards in a correction set.
DYNAMFL beciares dynamic table expansion. When this option is assembled, UPDATE automatically

expands tables as required and dynamically requests the system to change the user field length
to accommodate the additional table area. At the end of the run, the field length is reduced to
that requested by the user.

An attempt to use features when the option has not been assembled causes UPDATE to issue error messages. For example,
when PMODKEY is not set, the PULLMOD card is not recognized as a legal directive.

All of the above features are enabled by default.

‘COMMON MEMORY MANAGER VERSION | (CMM)

CMM provides control over all dynamic memory in the field length of a job. Its features are described in the Common
Memory Manager Reference Manual. Products that use the CMM include the following.

o CDC CYBER Loader 1 L4 FORTRAN Common Library 5

L] COBOL 4 ° BASIC 3

o COBOL 5 L4 COBOL Conversion Aids 4

L Sort/ Merge 4 L4 Data Base Utilities 1

° CDCS 1 ®  CDC CYBER Record Manager (BAM and AAM)
e CDCS 2 L] PL/11

®  QUERY UPDATE3 ® SYMPL1

L] FORM 1 ® FORTRAN Data Base Facility

° FORTRAN Common Library 4

CMM requires the same minimum hardware configuration as the operating system.

CMM uses symbol definitions from common deck CMMCOM. IPARAMS symbols, which specify the operating system, are
also referenced. The following CMMCOM installation parameters can be changed by the installation for CMM.

Name Default Description
DEFVER 0 Defines which CMM version is to be used by default.
0 A nonerror checking version (referred to as FAST) is used.
1 An error checking version (referred to as SAFE) is used.
FLF 2000B If only fixed blocks exist, this value is used as a default by the field length reduction

algorithm. The amount of free space above the highest fixed block is reduced to
FLF central memory words.

FLINC 2000B When field length is increased by CMM, this value is used as a default increase above
the minimum amount needed.
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DEADSTART LOADING THE OPERATING SYSTEM

The operating system must be loaded before the computer can execute jobs. This procedure involves operator action
depending on the type of magnetic tape unit available. The operator should be aware that when the deadstart button is
pressed too long, multiple deadstarts might occur that can cause the deadstart tape to be read prematurely, possibly
overwriting critical information. To avoid such a possibility, ensure that the deadstart tape is at the load point, activate
the deadstart button or switch, and then press the ready button on the tape unit. Refer to the NOS/BE Operator's Guide for
the correct procedure for warmstarting and coldstarting the system.

] CONTROLWARE BINARY CREATION

COLDSTART DECK CREATION
The 66x coldstart card deck can be recreated by running the following job.

Job Statement.

REQUEST(OLDPL,E,HY) NOS/BE 1 PL1A
REWIND(OLDPL)

UPDATE(Q)
COMPASS(I=COMPILE,S=PPTEXT,L=0,B=PUNCHB)
7/8/9

*COMPILE ABC
6/7/8/9

This assembly will produce a small coldstart binary card deck. The coldstart card deck including 66x controlware will be
constructed as follows: )

BINARY CARDS OF ABC

7/8/9 . )
stlix/C/ONTROLWARE DECK (unprefixed, that is, deck usable as input to COPBC)
6/7/8/9

§ WARMSTART DECK CREATION

The 66x, 844, and 885 type controlware binary card decks must be run through the following job to obtain card decks of -
OMT for 66x controllers, 0SY for 7054 controllers, 0SZ for 7154 controllers, and 0SJ for 7155 controllers. Each controlware
binary must be run on a separate job. OMT, 0SY, 0SZ, and 0SJ are the binary decks to be used by the DST1 and DST2 build
jobs. (Note that these binaries contain 77 tables.)

Job Statement.
COPYBR(INPUT,TAPE1)
COPYBF(DUMMY,TAPE1)
REWIND(TAPEL1)

COPBC.

REWIND(BIN)
COPYBF(BIN,PUNCHB)

7/8/9

Respeetive controlware binary
7/8/9

Additional code for respective device types
-6/7/8/9

The additional code should include the following for respective device types.
66x Controller

01 77000016000000000000

01 33152400000000000000

15 00000000000000000000
01 33152400000000000000

7054 Controller
01 77000016000000000000
01 33233100000000000000

15 00000000000000000000
01 33233100000000000000
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Deadstart 67x (ATS)

1. Mount the installation deadstart tape on the 7-track or 9-track magnetic tape unit and put the unit in READY status.

2. Set the deadstart panel with the 67x panel setting in accordance with the tape channel number, controller number,
and unit number of the system configuration.

3.  Toggle the deadstart switch on the deadstart panel or press the button on the console to begin the deadstart process.

4, Respond to displays presented on the screen.
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7154 Controller

01 77000016000000000000
01 33233200000000000000
15 00000000000000000000
01 33233200000000000000

7155 Controller

01 77000016000000000000
01 33231200000000000000
15 00000000000000000000
01 33231200000000000000

COPBC is a system program that converts a controlware binary deck into SCOPE binary format with a prefix (7700) table.

To make the 7152 controlware for 844 full track mass storage and 667/669 magnetic tape usable for input to a deadstart

creation job, create the following file using EDITOR under INTERCOM.

Job statement.
REQUEST(MTSTAPE,MT,HY ,NORING)
COPYBF(MTSTAPE,JUNK)  Position tape to correct record
COPYBR(MTSTAPE,TAPE1)
COPYBF(DUMMY,TAPE1)
REWIND,(TAPE1)
REQUEST(BIN,*PF)
COPBC.
REWIND(BIN)
CATALOG(BIN,CONTWR,ID=CCT)
*EOR
Additional code for respective device types (shown previously)
*EOF

The file can be saved and submitted to the input queue.
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SAMPLE JOB FOR CREATION OF INSTALLATION CMRs and CMR LIBRARIES

CMRS,I00,T0,MTI.
COMMENT. CONTROL STATEMENT SEQUENCE FOR 819 SUBSYSTEM

LABEL(PL1G,D=HY,L=PL1G,NORING,R) (819 subsystem only)
UPDATE(Q,P=PL1G,C=C819) ‘ (819 subsystem only)
UNLOAD(PLIG) (819 subsystem only)

LABEL(PLI A,D=HY,L=PL1 A,NORING,R)

COMMENT. ASSEMBLE PPTEXT

UPDATE(Q,P=PL1A,C=PPTXT)

COMPASS(I=PPTXT,L=0,S=0,B=PPTEXT)

COMMENT. START REPEATABLE CONTROL STATEMENT SEQUENCE, WHERE
COMMENT. EACH REPETITION ASSEMBLES A NEW CMR.

UPDATE(Q,P=PL1A)

RFL(75000)

COMPASS(1,S=0,B=CMR TEXT,L=0) CMRTEXT (ECS system only)

COMP ASS(I,G=PPTEXT, L=0) CMR

-COMP ASS(I,G=PPTEXT,G=CMRTEXT,L=0,B=CMRLIB) CMR SEGMENTS (ECS system only)
COMPASS(I=C819,S=PPTEXT,G=CMRTEXT,L=0,B=CMRLIB) 819 SEGMENT (819 subsystem only)
REWIND(CMRTEXT)

COPYBF(CMRTEXT,CMRLIB)
CATALOG(CMRLIB,CMRLI108,ID=CCT,XR=XYZ,PW=XY Z,R P=20)
RETURN(CMRTEXT,CMRLIB) ‘
COMMENT. END OF CONTROL STATEMENT SEQUENCE FOR CMRL108.
COMMENT. REPEAT ABOVE CONTROL STATEMENT SEQUENCE FOR ADDITIONAL CMRS
COMMENT. ADDING INPUT RECORDS AS APPROPRIATE.
COMMENT. 64 CMRS = MAXIMUM.

REWIND(LGO)

REQUEST(CMR,*PF)

REWIND(CMR)

COPYBF(LGO,CMR)
CATALOG(CMR,ID=CCT,XR=XY Z,PW=XY Z,R P=20)

7/8/9 (819 subsystem only)
*C LCM (819 subsystem only)
7/8/9

*C PPTEXT

7/8/9

*/ INPUT RECORD

*ID CMRL108

*] IPARAMS.15

*/ IPARAMS MODIFICATIONS FOLLOW THIS STATEMENT

*/

*I CMRIP.1

*/ CMR INSTALLATION PARAMETER MODIFICATIONS FOLLOW THIS STATEMENT
*/

*I CMR.1

*/ CMR MODIFICATIONS FOLLOW THIS STATEMENT

*/

*I LID.1

*/ LOGICAL ID TABLE MODIFICATIONS FOLLOW THIS STATEMENT
*/

*I EST.1
*/ EST CONFIGURATION FOLLOWS THIS STATEMENT
*

*I RBR.]

*/ RBR ENTRIES FOLLOW THIS STATEMENT"
*/

*I FLAW.1

*/ FLAW ENTRIES FOLLOW THIS STATEMENT
*/

*I MUX.1

*/ MUX ENTRIES FOLLOW THIS STATEMENT

*/

*COMPILE CMRTEXT,CWEOR1 (ECS system only)
*COMPILE CMR

*COMPILE CWEOR2.CWEOR3 : (ECS system only)
7/8/9

6/7/8/9
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Deadstart Panel to Read from 65x Tape Channels 12 or 13

ADDRESS
0001
0002
0003
0004
0005
0006
0007
0010
0011
0012

BINARY

111 101 0ot ttt
111 111 00t ttt
eee rrr 00u uuu
111 111 00t ttt
000 000 001 000
111 111 00t ttt
001 100 000 s00
111 100 00t ttt
111 ~001 oot ttt
000 000 001 011

The remainder of the panel is irrelevant.

ttt
eee
uuuu

S
rrr

60494300 L

Tape channel number (12 or 13)

Tape controller number (4 or greater)

Tape unit number

PPO save switch (1 if PP0 is not to be saved)
CMR number (000 for first CMR)

OCTAL
75¢tt
77ttt
eruu
T7tt
0010
7Tttt
i40s

T4ttt

71ttt -

0013

-1-48.1



Deadstart panel (warmstart) to read from 66x tape on channels 1 through 11 and 20 through 31 without a 6681 data channel

converter
ADDRESS BINARY OCTAL
0001 001 100 000 010 1402
0002 111 011 ott ttt 73¢tt
0003 000 000 001 011 0013
0004 111 101 ott ttt 75¢tt
0005 010 100 rrr s00 24rs
0006 111 111 ott ttt 77ttt
0007 eee 0do 11lu uuu ed6u
0010 111 . . 100 ott ttt 74¢t¢
0011 111 001 ott ttt 71ttt
0012 000 000 001 011 0013
0013 000 000 600 000 0000
0014 111 001 001 010 ' 7112
0015 000 000 000 000 0000 (CDC CYBER 170)

The remainder of the panel is irrelevant.

ttett Tape channel number (1-11, 20-31)

eee Tape controller number

uuuu Tape unit number

s PPO save switch (1 if PPO0 is not to be saved)

rrr CMR number (000 if first CMR)

d Tape density (0=556 bpi, 1=800 bpi) for 7-track only

Deadstart panel (warmstart) to read from 66x tape on channels 1 through 11 and 20 through 31 with a 6681 dta channel

converter
ADDRESS BINARY OCTAL
0001 111 011 ott ttt 73¢tt
0002 000 000 001 011 0013
0003 111 101 ott ttt 75¢tt
0004 111 111 ott ttt T7¢t¢t
0005 010 001 rrr s00 ) 21rs
0006 11t 111 ott ttt 77¢tt
0007 eee 040 Ilu uuu edbu
0010 111 100 ott ttt 74ttt
0011 111 001 ott ttt 71tt
0012 0060 . 000 001 011 0013
0013 000 000 000 000 0000
0014 111 001 001 010 7112
0015 000 000 000 000 0000 (CDC CYBER 170)

The remainder of the panel is irrelevant.

ttttt Tape channel number (1-11, 20-31)

eee Tape controller number

uuuu Tape unit number

s PPO save switeh (1 if PPO is not to be saved)

rrr CMR number (000 for first CMR)

d Tape density (0=556 bpi, 1=800 bpi) for 7-track only
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The following constraints apply to building a multiple CMR deadstart tape. If a CMR has a separate ECS library, the name
of that library must be the same as that defined by IP.SLIB (CMRIP.1) in the corresponding CMR. Systems without ECS do
not need CMR segments and should disregard all statements applicable to ECS and the 819 subsystem in the preceding
example. CDC CYBER 170 Model 176 systems with the 819 subsystem hardware require all statements in the preceding
example.

The deadstart tape generation job DST1 (which needs ECS defined) should be examined to realize how CMR handling is

accommodated. DSTI may then be modified appropriately to capture the files created by job CMRS in the preceding ex-
ample. For subsequent running system captures, jobs DST2 and DST3 can be modified to include additional CMR libraries.

SYSTEM RESIDENCY

The unconfigured deadstart tape contains 8DN, 8XS, 8XT, 8X8, 3DO, 4DO, A, 1SQ, AAA, 1SP, and its 3SZ system device
overlays as CM resident. These routines must be declared CM resident when a deadstart tape is created. Additional
routines such as CIO, 4ES, and 1AJ may be made CM resident to enhance system throughput. Routines established as CM
resident in the running system will have CM residency on the new deadstart tape created by jobs DST2 and/or DST3.

Note that ECS residency cannot be carried on a deadstart tape. Routines moved to ECS resident will be established as disk
resident on a new deadstart tape. The only way to set ECS residency is by MOVE directive changes to the running system.
None of the mentioned routines can be moved safely to ECS.

System ECS resident routines occupy a part of the paged area. The paged area is defined in terms of a page stack and
accessed through a CMR central processor program (CP.CIO). ’

ECS residency cannot be specified via EDITLIB creation of the deadstart tape. An EDITLIB run must be performed after
deadstart to move routines from their residence as loaded by deadstart to ECS.

When EDITLIB creates a deadstart tape, it terminates the tape with a double end-of-file, effectively creating a null file
following the last system library file on the tape. If this last file is not null during the preloading process (after system
library files have been copied to mass storage), a job of the following structure is assumed.

Job Statement.
EDITLIB(SYSTEM)
7/8/9

EDITLIB Directives
6/7/8/9

This job will be copied to mass storage and cataloged as a permanent file with the following parameters.

ZZZZECS

LFN =

PFN = ZZZZECS

ID = SYSTEM (granted automatically for control point 0 permanent file operations)
TK = SYSECSLIB

XR =

ECSLIB

This job will be run automatically by the terminate deadstart sequence PP program (TDS) whenever ECS is up and the
deadstart level is either 0 (preload from tape) or 1 (load from the system permanent file).

Because of restrictions imposed for system (control point 0) permanent file operations, a user cannot catalog a new file with

an ID of SYSTEM. Thus, ZZZZECS can be created only in the manner just described. Thereafter, the job can be modified by
new-cycle catalog and old-eycle purges with the appropriate permissions (ID=SYSTEM allowed and required).

ENHANCED STATION SUPPORT; SPOTS (SPUN OFF TASKS) CORE REQUIREMENTS

The station control point MFSTAT handles all communication between the station and SCOPE 2; or between two CDC
CYBER 170 or 6000 Series or CDC CYBER 70 Model 71, 72, 73 or 74 mainframes. In the following description of the
station, the term 6000 refers to a CDC CYBER 170 Series Model 171, 172, 173, 174, 175, 720, 730, 750, or 760, CDC
CYBER 70 Model 71, 72, 73 or 74, or 6000 Series mainframe. The term 7000 refers to a CDC CYBER 70 Model 76 or 7000
Series mainframe. A spun-off task is a job that MFSTAT initiates and places into the host mainframe input queue after
MFSTAT detects a request for an I/O transfer or a staging operation. There are five unique spun-off tasks, permanent file
SPOT, tape staging SPOT, spooling SPOT, dump SPOT, and deadstart SPOT.

The spooling SPOT is the only SPOT that transfers more than one file. The spooling SPOT is initiated when communication
is established between mainframes and will not terminate until the station is dropped. The two SPOTs activated for spooling
are SOT66 which transfers data between two 6000s, and SOT76 which transfers data between a 7000 and a 6000. All other
SPOTs are initiated as required to transfer one file. Each SPOT is terminated after completion.

Field length requirements fluctuate as file transfers are initiated and terminated. As files are terminated, buffers are
released. The lengths of the buffers used by the spun-off tasks are controlled by definitions in the common deck COMTUNE.
Each spot uses one of the DEFs to determine the length of the I/O buffers. All spun-off tasks are written in the SYMPL
language.
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The nominal release definition values for the I/0 buffers are the following.

LBUFDSPF = 1540=3004B (deadstart via permanent file)
LBUFDSTP = 1540=3004B (deadstart via tape)
LBUFDSLM = 4053=7725B (deadstart link buffer)
LBUFDP = 2049=4001B (7000 dump)

LBUFLM = 769=1401B (link medium)

LBUFPF76 = 2601=5051B (permanent file for 6000-7000)
LBUFPF66 = 2081=4041B (permanent file for 6000-6000)
LBUFSP = 1041=2021B (spooling)

LBUFTP = 3079=6007B (tape staging)

Buffers required to transfer a file vary among the SPOTs. All SPOTs transfer a file between a 6000 disk and a link medium
device. For some SPOTs, this requires two separate buffers as data is converted. Other SPOTSs use only one buffer. When
two buffers are needed, the length of the link medium buffer is defined by LBUFLM, and the buffer for the disk is defined by
the appropriate symbol (for example, LBUFSP for the spooling SPOT). : i

Core requirements for various spots are shown in the following chart.

: Total
Buffer Lengths Used Core
SPOT Type Code to Transfer Files Usedt Notes
Spooling
6000-6000 3700B LBUFSP+LBUFLM 13200B Single file transfer
7000-6000 5100B LBUFSP+LBUFLM 14600B Single file transfer
Permanent
File
6000-6000 © 1600B LBUFPF66 5700B
7000-6000 2300B LBUFPF76+LBUFLM 11000B
Tape
Staging : .
7000-6000 3700B 3* MBL + LBUFLM/2+3 7600B Maximum block length (MBL) as specified
by user in tape staging. If
MBL < (LBUFTP-LBUFLM/2-3)/3
[7690T
LBUFTP 11700B 1f (LBUFTP-LBUFLM/2-3)/3 [7690]
< MBL < LBUFTP-LBUFLM-! [23090]
MBL + LBUFLM+1 20500B If MBL > LBUFTB-LBUFLM-1 [23090] '
(MBL=50000)
Dump -
7000-6000 1300B LBUFDP 5300B
Deadstart
7000-6000 3300B LBUFDSPF+LBUFDSLM 16300B Via permanent file

LBUFDSTP+LBUFDSLM 16300B Via tape

Since spun-off tasks are like user jobs, they may be rolled or swapped out as the core is needed.
The re!atioriship between buffer sizes and performance is bound by the same considerations as for any user job. The absolute

minimum buffer size is a PRU + 2. Any large reduction in buffer sizes from the release values will have some impact on
performance.

t As used with the nominal release definition values.
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ACCOUNTING FOR THE SPOTS

-

Accounting for the SPOTs is handled through the common deck IPACCT on PLID. To define accounting on the SPOT job
statement, redefine the MICROs ACCTSP (for the spooling SPOT), ACCTTP (for the tape staging SPOT) and ACCTPF (for
the permanent file staging SPOT), and leave the MICRO ACCOUNT as a null MICRO string. For accounting on an
ACCOUNT statement, redefine the MICROs ACCTSP, ACCTTP, and ACCTPF as before and also redefine the MICRO
ACCOUNT to the MICRO string ACCOUNT. For further information and examples, consult the common deck IPACCT. If
accounting is not used (that is, IP.ACNT equals 0) then no action is necessary.

The ACCTVAL micro in the common deck IPACCT provides a facility to allow account numbers to be validated and used for
files that are cataloged by a SAVEPF from another mainframe. The ACCTVAL micro names an installation-defined program
which can be called to validate the AC parameter from the SAVEPF statement that is passed to the SAVEPF SPOT job. The
AC parameter is passed to the installation-defined program as a calling parameter. For example, if the ACCTVAL micro is
defined to be VALIDAC, the following control statement will be placed in the SAVEPF SPOT job before the COMMENT.ON.
statement.

VALIDAC,acparam.
acparam is the AC parameter value in the SAVEPF statement from the linked mainframe.
The installation program should validate the AC parameter and call a helper PP program to place it into W.CPFACT in the
job control point area so that it will be associated with the file that is cataloged. If the AC parameter is invalid or absent,
the program should issue a dayfile MESSAGE macro with the text ON. to turn on the dayfile transfer, then an appropriate
diagnostie, then a dayfile MESSAGE macro with the text OFF. before aborting the SPOT job. The ON. and OFF. messages
instruet the station to transfer the intervening messages to the connected mainframe.

The default value for ACCTVAL is COMMENT., so an account validation program will not be called unless ACCTVAL is
redefined by the installation.

SYMMETRIC STATION

INSTALLATION PARAMETERS
A. TABLE SIZE - COMDECK COMTUNE—PL] D
NMF
The number of mainframes (6000 or 7000) to which the station may be linked
DATAENT
The maximum number of active data streams
SFTS
The size of the station file table is equivalent to DATAENT and used by the passive side only.

SNTS

The size of the SPOT name table (SNT). The size of the SNT should be the number of DATAENT plus the maximum
number of local SPOTs (4) plus the spooling SPOT (1).

IDTMAX

The maximum size of the IDT table controls the number of logical IDs a mainframe may have and allows this value
minus two logical IDs.

MAXSPOTS

A group of parameters that define the default maximum number of active SPOTSs of each type that MFSTAT activates
at one time

SPOOLS
The maximum number of spooling streams
DISNAMESIZE

The size of the display name table for the transparent display interface to the 7000. The default value is set to 1, but
it must be increased when the display improvements feature is selected.
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SYNTAXSIZE

The size of the syntax extension table for the transparent display interface to the 7000. The default value'is set to 1,
but it must be inereased when the display improvements feature is selected.

B. POLLING AND RECALL TIMES - COMDECK COMTUNE-PLID
MSEC()

Used to set recall times. Since recall is given as 1/4 milliseconds, this function multiplies I by 4 so recall becomes I
milliseconds.

SEC(I)

A way of approximating the number of busy station loops in I seconds

ISEC(D)

Similar to SEC(I) but for fhe idle station

TME7000

The delay in seconds of sending the time request to the 7000

TME6000

The delay in seconds of sending the time request to the 6000

STAT7000

The delay in seconds used by MFSTAT between sending status requests to the 7000
STA6000

The delay in seconds used by MFSTAT between sending status requests to the 6000
LLV6000

The delay in seconds used by MFSTAT between sending load leveling requests applies to 6000 only.
RCL7000

The recall time in milliseconds used by the busy overlay of MFSTAT when communicating with a linked 7000
mainframe

RCL6000 .

‘The recall time in milliseconds used by the busy overlay of MFSTAT when communicating with a linked 6000
mainframe

TIMEOUT

The length of time in seconds used by MFSTAT before logging out a linked mainframe when communication is lost
MSGCNT

The length of time in seconds that MFSTAT leaves informative messages on the B display

LOCPASSTIME

The delay in seconds used by MFSTAT between looking for local GETPF/SAVEPF operations

BSYLIM

The length of time the busy overlay of MFSTAT delays after sensing an idle eondition before going into an idle state
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IDLRCLTM

The recall time used by MFSTAT when the idle overlay is executing

For better response time, lower both the RCL and STA
values. To reduce CPU utilization, increase the RCL
value.

CAUTION

If the RCL and STA parameters are too greatly reduced,
this may cause STD (the link medium coupler driver) to be
locked in.

LOOPLIM

The delay in seconds used by MFSTAT between checking for a change in busy-to-idle status (controls the frequency
with which the busy portion of the station checks its busy status)

DSDW AIT

The length of time MFSTAT waits for a reply before it rejects a DSD request

MAXINCOUNT

The frequency with which MFSTAT calls QAC to check the input queues for files to spool when it is idle
OVLMAX

The maximum time MFS;I‘AT retains the secondary overlay field length after a load of a secondary overlay
IDLEMAX

The elapsed time in seconds that MFSTAT waits after all spooling activity has completed before swapping out the
spooling SPOT :

SPLLIM

The delay in seconds used by MFSTAT after completion of spooling activity before going idle
IDLETIME '

The elapsed time in seconds after which the spooling SPOT attempts to initiate spooling operations
IDLETIME2

The elapsed time in seconds after which the spooling SPOT initiates new spooling operations when output spooling is
taking place .

SPOOLRCL

The recall time in milliseconds used by the spooling SPOT when there is no spooling activity
C. BUFFER SIZE - COMDECK COMTUNE-PLID

BUFSIZE

The size of the 1/0 buffer in the station control point on the passive side

DAYBUFSIZE

The size of the MFSTAT buffer for processing spot dayfiles on the active side

RRBUF

The size of the MFSTAT active transmit buffer, the passive receive buffer, the linked staged packet buffer, and the
local stage packet buffer
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LRGBUF

The size of the MFSTAT receive buffer for the active side of the station
LRGRBUF

The size of the MFSTAT transmit buffer for the passive side of the station
LICRBUF ’

The length of the MFSTAT buffer usedy by the INTERCOM queue utility helpér’
LBUFLM

The length of the link buffer used by SPOT jobs for 6000-7000 permanent file staging and 6000-6000 and 6000-7000 I/O
spooling

LBUFSP
The length of the disk buffer used by the spooling SPOT for 6000-6000 and 6000-7000 spooling of 1/0 files
LBUFPF66
The length of the buffer used to read and write the disk and link files for 6000-6000 permanent file transfers
LBUFPF176
The length of the disk buffer used to read and write the disk for permanent file transfers to and from the 7000

D. LOAD LEVELING - Input (6000 to 6000) DECK SSH-PLI1A
Load leveling provides the capability of distributing the work load among linked 6000 mainframes with common logical
IDs. Load leveling is used for jobs in the input queue with destination IDs (ST specified on the job statement) common
to both linked mainframes.
A load leveling algorithm (located in deck SSH near SSH.4350) determines whether or not load leveling is performed.
The algorithm uses separate parameters (defined near SSH.311) for class 1 (allocatable) and class 2 (nonallocatable)
jobs. Load leveling is performed independently for each class, depending upon these parameters.
Class 1 jobs require only immediately allocatable resources, such as memory and disk space. Class 2 jobs require
additional resources that cannot be immediately allocated, because resources such as tape drives must be scheduled.
For each class, the algorithm determines whether or not all of the required conditions for load leveling are satisfied by
the mainframe on which the algorithm is called.
When user direct access (DA) ECS swapping is disabled (IP.ECSW=0), jobs that require DAECS are assigned to class 2.
When IP.ECSW# 0, jobs that require DAECS but no nonallocatable equipment are assigned to class 7. Maximum and
current job counts and load leveling parameters for class 1 also apply to class 7 jobs.
The following parameters are defined.
ICPFFNT
The number of free file name tables (FNTs) that must be‘ available for a mainframe to accept a job

ICPBJTA/ICPBJTN

The number of additional class 1/class 2 jobs that are allowed to execute must be greater than or equal to this value
for a mainframe to accept a class 1/class 2 job.

ICPRJTA/ICPRJTN

The number of class 1/class 2 jobs in the input queue that are ready to run must be less than or equal to this value for a
mainframe to accept additional class 1/class 2 jobs.

The job control area contains the mainframe status information used by the algorithm to determme whether or not
load leveling is to be performed. (Byte C.JCA of pointer P.SCH pomts to the job control area.)

For class 1 jobs, the load leveling conditions are as follows.

L] The number of available FNTs > ICPFFNT
(The number of available FNTs is obtained from C.JCEMC.)

L4 The number of additional class 1 jobs allowed to execute > ICPBJTA
(The number of additional class 1 ]obs allowed to execute is C.JCMXB-C.JCCNB; that is, the maximum number
of class 1 jobs allowed to execute minus the number currently in execution equals the number of addmonal class
1 jobs allowed to execute.)
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° The number of class 1 jobs in the input queue that are ready to run < ICPRJTA
(The number of class 1 jobs in the input queue that are ready to run is obtained from C.JCNJIL)

For class 2 jobs, the load leveling conditions are as follows.

[ The number of available FNTs > ICPFFNT
(The number of available FNTs is obtained from C.JCEMC.)

o The number of additional class 2 jobs allowed to execute > ICPBJTN
(The number of additional class 2 jobs allowed to execute is C.JCMTB-C.JCCTB; that is, the maximum number of
class 2 jobs allowed to execute minus the number currently in execution equals the number of additional class 2
jobs allowed to execute.)

L The number of class 2 jobs in the input queue that are ready to run < ICPRJTN
(The number of class 2 jobs in the input queue that are ready to run is obtained from C.JCNTJ.)

When the system invokes load leveling, the sending mainframe transfers jobs with destination IDs to the receiving
mainframe for processing. The following conditions must exist on both mainframes for load leveling to be performed.

° Any of the three conditions (for the class being considered) on the sending mainframe is false. (This is normally
the case, since the number of free FNTs is usually greater than [CPFFNT.)

° All three conditions on the receiving mainframe are true. (This occurs if enough FNTs are free, enough
additional jobs are allowed to go into execution, and only a few jobs are in the input queue; that is, the
mainframe can accept more jobs.)

E. LOAD LEVELING - Output (6000 to 6000) COMDECK COMTUNE - PLID

Load leveling for these types of output files takes place only for files with DIDs shared by both machines if there is
more than this number for a particular type in the output queue.

ICPTPRT  (5)

The load leveling threshold value for print files
ICPTRUN  (5)

The load leveling threshold value for punch files
ICPTOTH  (5)

The load leveling threshold value for types of files other than print and punch files, such as mierofilm, plotter, and so ’
forth

F. DSD PARAMETERS - PL1A
IP.LINK
The number of links that can be connected to the station. Used in text IPTEXT, defined at IPARAMS.15
1P.7LNK
For symmetric (6000 to 7000) or reverse (7000 to 6000) staging, IP.7LNK (within DSD at DSD.220) must be defined as
not equal to zero; and the symmetric-reverse staging group (SYSTG) (SCOPE 2.1) must be LCM-resident. If SYSTG is
disk-resident, then IP.7LNK must equal zero.

IP.STEX

For use of the display improvements interface (which uses the message codes MC.LSYN, MC.LCOM, and MC.LDIS),
this parameter must be specified in DSD at IPARAMS.15 as unequal to zero.

G. ADDITIONAL PARAMETERS
Refer to COMTUNE and COMTUNX (two common decks on PL1D) for a detailed description of additional station
tuning and configuration parameters. The minimum, maximum, and default values are defined together with notes
and cautions on each variable.
ECS as a Link Medium Device

For use of ECS as a link medium device instead of the 6683-6683 remote couplers on a 6000 to 6000 link, refer to ECS
as a Link Medium Between Mainframes in this section.
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CDC CYBER UTILITIES

The utilities COPYL and ITEMIZE are contained on PL1C. They are described in the NOS/BE Reference Manual.

The CDC CYBER Utilities installation parameters are shown below with the released default value.

IP.PD 6 Listing lines per inch
LINP 60 Lines per page
LINPS 79D Lines per page in 8 lines/inch mode

ACCOUNTING FOR GENLDPF GENERATED JOBS

GENLDPF generates jobs to selectively load permanent files that had a permanent file catalog entry at the time PFLOG
was run. Accounting for thé generated jobs is handled through the common deck COMSLOG on PL1B. Generated job and
account statements are located at Update identifiers GENACNT.1 and GENACNT.2, respectlvely. Refer to common deck
COMSLOG for complete dlrectlons for modification of these statements. If accountmg is not used (that is, IP.ACNT = 0),
no action is necessary.

GEMINI LOAD LEVELING

Gemini, a control point program, provides input and output file load leveling between two linked mainframes under the
control of NOS/BE. An RMS queue set shared between the two mainframes is the only configuration requirement.

Gemini at a control point on one mainframe communicates with Gemini at a control point on the other mainframe through
two files cataloged on a shared RMS set (not necessarily the shared queue set). These files contain sections for
communication of the following information.

° Contents of the IDT (mainframe and logical identifier table)
° Message from the sending mainframe (used for file transfer)
° Message acknowledgment from the receiving mainframe
. e Contents of the input, output, punch, special, and executlon queues in QAF format (refer to the NOS/BE System

Programmer's Reference Manual)
. Common LID input and output queue counts (common LIDs are those that appear in the IDT for both mainframes)
Only the ownership of the input or output queue files is transferred between the two mainframes because the files exist on
a shared queue set. The messages are pointers to the appropriate catalog entry being transferred. The IDT information
distinguishes between LIDs unique to one mainframe and those common to the two mainframes. The IDT information is
updated whenever Gemini detects a change in the IDT. Queue counts of common LIDs are kept to allow Gemini to

determine when load leveling is required.. The contents of queues for a mainframe allow INTERCOM users to locate . their
files through the MYQ/Q/FIND utilities.

INSTALLATION PARAMETERS

The following parameters can be changed by making Update insertions at GEMIPRM.7. Default values are shown in
parentheses following the parameters.

N$MF CEQU n 1)

Number of mainframes in Gemini network; n can be 0, 1, or 2. A value of 0 or 1 informs the routine MYQ that the Gemini
link is not available. N$MF must be equated to 2 if Gemini is to be used.

PID$MFA CMICRO 3,/xxx/ (MFA)
PID$MFB CMICRO 3,/yyy/ (MFB)

xxx and yyy are physical identifiers (PIDs) of the two mainframes in the network. They must be three letters and must
match the PID in the IDT.

PID$PFNA CMICRO n,/xX.../ (LINKFILE)
PID$PFNB CMICRO n,/yy.../ (LINKFILE)
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Permanent file names of the two link files in the network (one through forty characters; n is the length of string xx... or
YY.eo).

PID$IDA CMICRO n,/xxX.../ (MFASYSTEM)
PID$IDB  CMICRO n,/yyy.../ (MFBSYSTEM)

Permanent file identifiers (one through nine characters; n is the length of string xxx... or yyy...) of the two link files in the
network. If these parameters are not specified but the PID$MFx micros are specified, the defaults are the characters
SYSTEM prefixed with the PID$ MFx parameters.

LINK$AC CMICRO n,/xxX.../ (123456789)
Account number (one through nine characters; n is the length of string xxx...) of the two link files in the network.
LINK$SN CMICRO n,/xxX.../ (*PF)

Set on which the link files reside. Possible values for xxx... are *PF, *Q, *SYS, or the actual setname (one through seven
characters; n is the length of string xxx...). The link files must reside on a shared RMS set.

LL.RCL CEQU n (6)

Gemini recall count; delays Gemini execution. When Gemini finds unique LIDs with files to transfer, it loops every half
second to complete a portion of the transfer process. When nothing remains to be done and there are no more files to
transfer, Gemini waits LL.RCL*.5 seconds before looping, thus saving system resources. The queue information for one
queue on the link file is updated every LL.RCL*.5 seconds; therefore, it takes 5*LL.RCL*.5 seconds to update all queue
information on the link file. Gemini attempts to initiate load leveling for common LIDs every 5*LL.RCL*.5 seconds.
LL.RCL can be used to adjust the balance between Gemini processing and system utilization. To increase Gemini
processing, reduce the value; to reduce system utilization, increase the value.

LL.MINI CEQU n (2)
LL.MINO CEQU n (2)

Minimum count for load leveling input (I) and output (O) files (refer to Load Leveling Algorithm).

LL.MAXI CEQU n (6)
LL.MAXO CEQU n 6)

Maximum count for load leveling input (I) and output (O) files (refer to Load Leveling Algorithm). LL.MAXx should be at
least three times LL.MINX to avoid transferring too many files. )

LOAD LEVELING ALGORITHM

Gemini makes load leveling decisions based upon comparisons of input file counts or output file counts for one common LID
at a time. (Output file count includes all files with a disposition code of 10 or greater.)

Gemini transfers LL.MINx files for a common LID to the second mainframe if the first mainframe has at least LL.MAXx
files and the second mainframe has fewer than LL.MINx files. Gemini also transfers one file for a common LID to the
sec?nd mainframe if the first mainframe has at least two files but fewer than LL.MAXX files and the second mainframe has
no files.

In addition, Gemini transfers files with an LID that exists on only one mainframe. It scans tables for this type of transfer
every LL.RCL¥*.5 seconds whenever it is not busy load leveling files.

NOTES AND CAUTIONS

Gemini does not discriminate among job classes when the input files have the same LID. Gemini does not check for
dependency IDs when load leveling is executing. It is suggested that the installation set up LIDs based on job statement
parameters such as the following:

Time use
Memory use
ECS use
Tape use
RMS use

1/0 use
Priority level
Dependency

The use of dependency requires a unique LID. The use of tapes might also require a unique LID. The other parameters
could be grouped and given a unique LID or a common LID, depending upon the installation goals.
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Gemini and the station can be run on the same system at the same time. However, the station predominates over Gemini in
transferring jobs.

DEADSTART DUMP ANALYZER

PL1B, PL12, and PL14 contain the fast dump analyzer. The overlays on PL12 and PL14 are for INTERCOM analysis only.
If neither INTERCOM 4 nor INTERCOM 5 is to be built, an analyzer without the capability to format INTERCOM tables
can be produced by inserting the following directive after the line that states ADD MODIFICATIONS HERE in the second
input record of PL1BI:

*DEFINE NOINT

This modification removes IT as a default parameter value and the resulting analyzer flags the IT analyzer option as an
error. All other options are unaffected. )

The directions for taking an express deadstart dump (EDD) appear in the NOS/BE Operator's Guide, and the directions for
using the analyzer appear in-the NOS/BE System Programmer's Reference Manual.
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COMPASS VERSION 3.6 AND COMMON COMMON DECKS. 2

T TR

RELEASE DESCRIPTION

COMPASS is a comprehensive assembler program for the CDC CYBER 170, CDC CYBER 70, 6000, and 7000 Series computer
systems. COMPASS 3 runs under NOS/BE | and requires the same minimum hardware configuration as NOS/BE 1.

The common common decks are a set of debugged COMPASS subroutines that perform such functions as:
L] Data conversion
(] Dynamic table management
(] Register saving and restoration

° 1/0 interface with CIO and FET

RELEASE MATERIALS

The release tape for COMPASS, PL2, contains a source program library as file | and assembled binary as file 2.

GENERAL DESCRIPTION

COMPASS consists of three overlays. The level (0,0) overlay COMPASS is the main control program. The level (1,0) overlay
COMP3$ contains the assembler which can be called by compilers to process embedded COMPASS source programs. The
level (1,1) overlay COMP3$A contains the part of the assembler that is loaded after initialization is complete.

The common common decks are available as UPDATE COMDECKS in source form on the COMPASS oldpl or as relocatable
subroutines in the SYSLIB library.

INSTALLATION PARAMETER

To ensure efficient code generation, the MODEL micro in deck IPARAMS on PLl A must be set to the proper value for the
target machine.

COMPASS has one installation parameter, CP.OVLIB, the library name for overlays. In the released system, overlays
COMP3$ and COMP3$A must be in a library in the global library set for a job or in the NUCLEUS library. COMPASS loads
its overlays from a specific library with the following.

*D CPS028.10
CP.OVLIB MICRO 1,,*libname*

Changing this parameter from its default state necessitates change in the installation deck EDITLIB record. Note that this
change is needed only when the overlays are to be in a system library other than NUCLEUS. If the micro CP.OVLIB is left
null (as released), COMPASS can be executed without change or reassembly from the system library NUCLEUS, from any
system or user library named on a LIBRARY control statement, or from an overlay (nonlibrary) file.

INSTALLATION PROCEDURES

Installation of COMPASS and the common common decks requires obtaining job decks PL2I and PL2E from the installation
deck program library tape as outlined in part I, section 1 of this document.

PL2I is a maintenance deck used to create a revised program library and binary file. PL2E can be used to enter COMPASS
and the common common decks into the running system or user libraries from either the released PL2 or a tape created by
PL2I. After deck PL2E has completed, job DST3 can be run to create a deadstart tape of the running system. Job decks
PL2E and DST3 need not be run if the user library installation process is being followed.
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CDC CYBER RECORD MANAGER 1 3
BASIC ACCESS METHODS

RELEASE DESCRIPTION

CDC CYBER Record Manager Basic Access Methods (BAM) consists of modules for creating, updating, and accessing two
file organizations: sequential (SQ) and word-addressable (WA).

BAM 1.5 operates under NOS/BE on the same minimum configuration as NOS/BE.
The structure of the release tape PL3A is as follows.
Files : Content

Program library in UPDATE format

TXTCRM, IOTEXT, SYSTEXT binary

Control modules binary

Encapsulated modules binary

FILE, CRMEP control statement processor relocatable binary
FILE, CRMEP control statement processor absolute binary
FORTRAN Extended 4 and FORTRAN 5 interface binary

U e OB

NOTES AND CAUTIONS

The display option on parity errors is not implemented.
If C-blocked, non-W record, SI tapes are copied to S tapes, section boundaries may be lost.

End of block padding is not supplied on last block (short block) of each partition.

ADDITIONAL INFORMATION

SQ/WA 1I/0 modules are divided into two parts: Initialization Modules and Sequential and Word Addressable I/O Modules.

INITIALIZATION MODULES

These routines control selective loading based on file organization. They contain jump vectors directing a user call to the
I/0 appropriate to the file organization selected. Their program names have an RM suffix.

SEQUENTIAL AND WORD ADDRESSABLE I/O MODULES

The I/0 macro text included with the SQ/WA program library is IOTEXT, which is identical to the default SYSTEXT. It

consists of, but is not limited to the macros included in the following table. (Some auxiliary macros exist which are not
supported at the user level.)
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Macro Name

FILE
FETCH
FLUSHM
STORE
OPENM
CLOSEM
GET
GETP
GETN
GETNR
GETWR
PUT
PUTP
PUTWR
REPLACE
DELETE
ENDFILE
SKIPdu
d=F/B,u=L/P/F
SEEK
START
REWINDM
WEOR
WTMK
GETL
PUTL
CLOSEL
CHECK
ABORT
CHECKPT
CLOCK
CONTRLC
DATE
DISPOSE
ENDRUN
FILESTAT
IOTIME
IXi Xj/Xk
IXi Xj/Xk,Bn
JDATE
LOADREQ
MEMORY
MESSAGE .
RECALL
RECOVR
REQUEST
ROUTE

" RTIME

STATUS
SYScomMm
SYSTEM
TIME
TRANSR

System

CRM

NOS/BE 1

Reference

CDC CYBER Record
Manager Reference Manual

v

NOS/BE | Reference Manual

Comdeck

CRMCOM

ACTCOM

t These macros are source compatible with the corresponding maeros on CPCTEXT but they do not generate the same code.

n-3-2
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INSTALLATION PARAMETERS

To ensure correct code generation, the MODEL micro in deck IPARAMS on PL1 A must be set to the correct value for the
target machine.

The following installation parameters permit a certain amount of tailoring.

Mnemonice
Parameter Update ID Description Default Value
*DELETE LBLIM.1 LBLIM Length of label buffer and size limit 10 decimal

of user label string. Each user
label requires 9 words. LBLIM
should be n*9+1, where n is the
maximum number of labels per-
mitted (HDR1-9, .. .).

Use of the compare/moyeunit hardware is affected by the MODEL micro definition. If HF.C is defined, SQ/WA routine
MOVE$RM assembles using the CMU hardware. For records over 40 characters, the CMU hardware reduces CP time of a
program using SQ/WA.

The MODEL micro definition can be overridden in an update of PL3 as follows:

To run CMU on: To turn CMU off:
*D F2950CR.17,21 *D F2950CR.17,21
=CMU= EQU 1 =CMU= EQU 0
*C TXTCRM *C TXTCRM

INSTALLATION PROCEDURES

File 1 of PL3A contains the SQ/W A program library.
Files 2 through 7 are preassembled binaries assembled with default installation parameters.

Installation of SQ/WA requires obtaining job deck PL3AI, PL3AE, and PL3AO from the installation deck program library
tape, as outlined in part I, section I.

Deck PL3AI references IPTEXT. Part III of this document contains a eross reference map of IPARAMS symbols and routines
that reference these symbols.

Deck PL3AI is a maintenance deck which allows regeneration of PL3A. This deck updates the program library, assembles
SQ/WA, and places the binary on the new PL as supplemental files. User-selected installation parameters should be modified
at the indicated place in PL3AL Deck PL3Alrequires access to the NOS/BE I program library PL1A to acquire the common
decks ACTCOM and COMSRAS used by the CRM system texts.

Deck PL3AE adds SQ/WA to the running system or user libraries, either from the released PL3A or a PL3A created by deck
PL3AIL Then deck DST3, described in section I, can be run to create a deadstart tape of the running system.
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CRM ADVANCED ACCESS METHODS 2 4

[

RELEASE DESCRIPTION

CDC CYBER Record Manager Advanced Access Methods (AAM) includes modules for creating, updating, and accessing
Indexed Sequential (IS), Direct Access (DA), Actual Key (AK), and Multiple Index Processor (MIP) files. CRM AAM exists in
two versions, Initial and Extended. AAM Extended supports only Extended IS and Extended MIP.

AAM INITIAL

A key analysis utility routine (KY AN) is available to aid in the selection of a hashing routine for direct access files.
A create utility (CREATE) is available for efficiently creating DA files.

Both KY AN and CREATE utilities require CMM to be available.

Two utility routines can be called by control statements for indexed sequential files: SISTAT prints the statistics for an
existing IS file; ESTMATE produces estimates of block and buffer sizes from input statements containing IS file descriptions.

IXGEN, a utility routine to invert any existing AAM Initial file, provides an efficient method of creating multiple access
paths for a file.

With AAM encapsulated, it is no longer possible to separate portions of the Initial IS file processor (for example, across
overlays). The entire Initial IS processor is one capsule, and the individual IS routines are no longer distinguishable.
Operating under dynamiec loading mode (with FDL), the capsules can be selectively loaded as needed, so it is not necessary to
build any capsules into specific overlays. CTL$RM and CTRL$AA, through which control flows from the user program to
AAM, should be included in the 0,0 overlay. It is possible to switch overlays without closing all AAM files first; however,
because capsules are loaded above highest high address (HHA), field length will remain high if files are left opened, since the
capsules will not be unloaded. If the capsules are to be built statically into an overlay, the whole capsule must be in the
same overlay.

AAM EXTENDED

Four utility routines called by control statements are provided for AAM Extended files. FLSTAT prints the statisties for
existing files; FLBLOK produces estimates of block and buffer sizes from input statements; MIPGEN inverts an existing data
file on any number of alternate keys and produces or modifies the associated MIP file; MIPDIS disassociates or reassociates
MIP and data files.

The utility routines KYAN and CREATE (described previously) are also available for AAM Extended files.

RELEASE MATERIALS

The direct access, actual key, initial indexed sequential, and initial multiple index processor modules are contained on
release tape PL3B. Extended IS and Extended MIP are contained on release tape PL3C.

The structure of the release format PL3B tape is as follows.

File Content
1 Program library in UPDATE format
2 Encapsulated I/0 modules
3 Absolute binaries for the AAM Initial utilities
4 Binaries for the AAM Initial relocatable programs
5 Binary for MSD PP routine
6 Relocatable binaries for IXGEN
7 Relocatable binaries for ESTMATE and SISTAT

L
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The structure of the release format PL3C tape is as follows.

File , Content

1 Program library in UPDATE format

Encapsulated 1/0 modules
Absolute binaries for the AAM Extended utilities ‘
Binaries for the AAM Extended relocatable programs
Relocatable binaries for MIPGEN
Relocatable binaries for FLSTAT

Relocatable binaries for FLBLOK

- -] -3 [~ (3] L w 8

Relocatable binaries for MIPDIS
LIMITATIONS
The CREATE, IXGEN, and MIPGEN utilities require that Sort/Merge be installed. If Sort/Merge is not available, comparable

DA and multiple-indexed files can be created through explicit CRM calls.

AAM INITIAL INSTALLATION PARAMETERS

The system contains parameter values that are effective when the user does not supply settings. The default parameters are
- defined on the program library tape PL3B. For jobs used to change these parameter settings, refer to part I, section 1.

IS PARAMETERS (located in common deck SISCOMM)

Released
Parameter Default Value . Significance
DFBKGFAC EQU 2 Default data record blocking factor
: Range: 1 through 4095
Location: SISCOMM.17
DFDAPADP EQU 0 Default data block padding factor
Range: 0 through 99
Location: SISCOMM.I18
' DFIBKSZW EQU 511 Default index block size in words
Range: 1 through 23,767
Location: SISCOMM.20
DFINPADP EQU 5 Default index padding factor
Range: 0 through 99
Location: SISCOMM.21
DFNRLVLS EQU 1 Default number of index levels
- Range: 1 through 63
Location: SISCOMM.22
KEYLIMIT EQU 255 Maximum Kkey size in characters
Range: 1 through 511
Location: SISCOMM.32
TOTFILES EQU 10 Maximum number of active IS files per

run (specifies an internal table size in
words). System file limit.
Location: SISCOMM.27%
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DA PARAMETERS (located in common deck SDACOM)

Released
Parameter Default Value Significance
DBLKF EQU 2 Default blocking factor. Limited by user
field length.
Location: SDACOM.40
NMOPNFL EQU 10 Maximum number of DA files allowed to

be opened concurrently. System file limit.
Location: SDACOM.4!

AK PARAMETERS (located in common deck SAKCOM)

Released

Parameter Default Value Significance

PRCNTBL EQU 25 Percent required for random probing
Range: 0 through 100
Location: SAKCOM.37

PROBLEM EQU 4 Number of random probes. No limit.
Location: SAKCOM.38

DBLKFK EQU 8 Default blocking factor. Limited by user
field length.
Location: SAKCOM.39

NMOPNFL EQU 10 Maximum number of opened AK files.

System file limit.
Location: SAKCOM.42

IS READ-ONLY PARAMETERS (located in common deck ROCOM)

Released
Parameter Default Value Significance
TOTFILES EQU 10 Maximum number of files allowed to be opened

concurrently for processing by IS read-only
processor. System file limit.
Location: ROCOM.119

DA READ-ONLY PARAMETERS (located in common deck RODCOM)

. Re. 2ased
Parameter Default Value Significance
OFCOUNT DATA 10 Maximum number of files opened concurrently
for processing by DA read-only processor.
No limit.

Location: RODCOM.31

AAM EXTENDED INSTALLATION PARAMETERS

When installing AAM Extended, code to gather additional file statisties is assembled if the UPDATE directive *DEFINE
STATS is included in the UPDATE input to the AAM Extended program library. If this directive is omitted, only normal file
statisties are gathered.

USER ADDITIONS TO AAM EXTENDED

AAM Extended includes one system compression/decompression routine. A site can add up to 53 additional user written
compression/decompression or encoding routines as system routines. Each added routine must be encapsulated and the
capsule OPEN$AA must be modified. The procedure to add routines follows.

The routine must have one entry point whose name is of the form CMPR$nn, where nn is two decimal digits in the range 11

through 63. The entry point name of the first routine added must be CMPR$!1, the second must be CMPR$12, and so on.
The entry point must be the second word (word 1) of the routine.
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The first three words of each routine must have the following format.

Word Bits Contents
0 -59-18 Entry point name, display code, left-justified with zero fill
17-0 |
1 59-18 0
17-0 Starting address of compression code
2 59-18 0 ,
. 17-0 Starting address of decompression code

The following illustrates the construetion of a single site-added compression/decompression routine.

IDENT

ENTRY CMPR$II

VFD = 42/0LCMPR$11,18/1
CMPR$11 VFD 42/0,18/COMPRES

VFD 42/0,18/EXPAND
COMPRES BSSZ 1

EQ COMPRES
EXPAND BSSZ 1

EQ EXPAND

END

The CDC CYBER Loader reqmres standard relocation for fast dynamic loading of capsules, therefore, the VFD statements
must be constructed as shown in the precedmg example. Execution of the compression or decompression code is effeeted by
a return jump to the address specified in word 1 or word 2 of the routine.

An entry must be added to the capsule name table in deck OPNMDAA for each added routine. The macro GENTBL (also part
of OPNMDAA) generates the table entry and has the following ealling format.

GENTBL epname
epname Entry point name specified in word 0 of added routine

Table entries must be specified in consecutive, aseending numerical order. For example, if three routines are added, the
following change to OPNMDAA must be made.

*B OPNMDAA.329
GENTBL CMPR#$11
GENTBL CMPR$12
GENTBL CMPR$13
*C OPNMDAA,DICODAA,CWEOR1,0PENDAA
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To add one additional compression/decompression routine, execute a sequence of control statements including the following.

UPDATE (K)

éOM PASS(I,S=TXTCRM,S=IPTEXT) Assembles OPNMDAA and DICODAA
SYMPL(I,LXR) Compiles OPENDAA
COMPASS. Assembles user-written routine

GROUP($AAM$$CTLS) Encapsulates the modified OPNM$AA capsule and the new com-
CAPSULE($OPNM$$AAS$) pression capsule

CAPSULE($CMPR$$11%) = -

LDSET(OMIT=$SETUP,$/$RM$$SY S=$)

LOAD,LGO.

NOGO,NEWCAP.

EDITLIB,SYSTEM.

7/8/9

*IDENT

. UPDATE directives to modify OPNMDAA

;'C OPNMDAA,DICODAA,CWEOR!,0PENDAA
7/8/9

. User routine being added

7/8/9

READY(SYSTEM)
LIBRARY(AAMLIB,OLD)
REPLACE(*,NEWCAP)
FINISH.

COMPLETE.

ENDRUN.

7/8/9

6/7/8/9

INSTALLATION PROCEDURES FOR AAM INITIAL

To ensure. proper code generation, the MODEL micro in deck IPARAMS on PL1A must be set to the proper value for the
target machine.

PL3B contains seven files. File | contains the program library which will generate 10 COMPILE file records.

Source Language Description
COMPASS Code for PP diagnostic routine
COMPASS Code for KYAN and CREATE utilities (relocatables to NUCLEUS library)
COMPASS Code for IS, DA, AK, and multiple index CP routines
SYMPL Code for multiple index CP routines
COMPASS Code for IXGEN utility
SYMPL Code for IXGEN utility
FORTRAN Extended 4 Code for SISTAT and ESTMATE utilities (overlays to NUCLEUS library)
COMPASS Code for first skeleton used by COPYL to rearrange binaries for capsule formation
COMPASS Code for second skeleton
COMPASS Code for third skeleton

File 2 contains capsules for the AAMLIB library; files 3 and 4 contain binaries for the NUCLEUS library; file 5 contains
binaries for the PP library.

60494300 L 11-4-5



PL3BI is a maintenance deck which can be used to create a revised program library and binary file containing modifications.
PL3BE can be used to enter AAM Initial into the running system or user libraries, either from the released tape or a tape
ereated by PL3BI. Job DST3 can be run to ecapture a deadstart tape containing AAM Initial. Decks PL3BE and DST3 need
not be run if the user library installation process is being used. In non-ULIB mode, PL3BI executes an EDITLIB to the
running system AAMLIB library to make required routines available during further overlay generation. PL3BO allows
regeneration and replacement of the absolute overlays on the tape PL3B, using the tape written by PL3BL

Successful assembly of DA requires that Sort/Merge be previously installed (refer to Limitations). If SMTEXT is not present

in the running system when deck PL3BI is run, three assembly errors will appear in routine DCREATE, and deck PL3BE will
yield an EDITLIB diagnostic. : :

1f FORM calls the KYAN utility from an owncode exit,
KY AN must be available in the system.

INSTALLATION PROCEDURES FOR AAM EXTENDED

PL3C contains eight files. File I contains the program library which will generate COMPILE file records.

Source Language Deseription
SYMPL Code for Extended IS, DA, AK, and Extended MIP CP routines
COMPASS Code for Extended IS, DA, AK, and Extended MIP CP routines
COMPASS Code for MIPGEN utility
COMPASS Code for skeleton file used by COPYL to rearrange binaries for capsule formation
FORTRAN Extended 4 Code for FLBLOK utility
SYMPL . Code for FLSTAT utility
COMPASS Code for FLSTAT utility
SYMPL - Code for MIPDIS utility
COMPASS Code for MIPDIS utility
COMPASS Code for static load subroutines

PL3CI is a maintenance deck which can be used to create a revised program library and binary file containing modifications.
PL3CE can be used to enter AAM Extended into the running system or user libraries, either from the released tape or a tape
created by PL3CI. Job DST3 can be run to capture a deadstart tape containing AAM Extended. Decks PL3CE and DST3
need not be run if the user library installation process is being used. In non-ULIB mode, PL3CI executes an EDITLIB to the
running system AAMLIB library to make required routines available during further overlay generation. Deck PL3CO allows
regeneration and replacement of the absolute overlay file on tape PL3C, using the tape written by PL3CI.

VERIFICATION PROGRAMS

FORTRAN Extended 4 and COBOL must be installed before the corresponding installation verification program can be run.
Comment statements describe the purpose of each deck. Eight verification programs are provided.

1-4-6 | , 60494300 L



8-BIT SUBROUTINES VERSION 1.1 5

RELEASE DESCRIPTION

8-Bit Subroutines run under NOS/BE and the CDC CYBER Record Manager.

RELEASE MATERIALS

The 8-Bit Subroutines are released on release tape PL4 together with FORM. A complete catalog of PL4 contents follows.
Files 1 through3 -~ - 8-Bit Subroutines

1 Program library in UPDATE format
2 8-Bit Subroutines binary capsules
3 COPYS8P absolute binary
Files 4 through 7 FORM
Program library in UPDATE format
Relocatable capsules (run time system)
FORM main overlay relocatable binary
FORM main overlay absolute binary

N

HARDWARE CONFIGURATION

The 8-Bit Subroutines require the same minimum hardware configuration as NOS/BE. An extended print train is required to
print ASCII 96-character graphie files, if used.

GENERAL DESCRIPTION

The relocatable routines from the 8-Bit Subroutines run under NOS/BE and CDC CYBER Record Manager with COBOL,
FORTRAN Extended, or COMPASS. COPY8P, a stand-alone routine used to print 360/370 files, can be called from a
COPY8P control statement and runs under NOS/BE.

INSTALLATION PROCEDURES

Part III contains a cross mapping of referencing routines and IPARAMS symbols found in IPTEXT.

Installation job decks PL4AI, PL4AE, PL4AVI, and PL4AV2 can be obtained from the Installation Deck program library using
the procedure described in part I, section 1.

Deck PL4AI is a maintenance deck that allows updates of the 8-Bit Subroutines on the PL4 tape. This deck updates the
program library, assembles the relocatable object routines, assembles COPY8P, and creates a new COPY8P absolute
overlay. The job allows creation of a revised PL4 release tape.

Deck PLAAE adds the 8-Bit Subroutines to the running system. Relocatable object routines are put in the BIT8LIB library.

COPY8P becomes part of the NUCLEUS library. Deck DST3 then can be run to create a deadstart tape of the running
system. Decks PL4AE and DST3 need not be run if the user library installation process is being followed.
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FORM VERSION 1.1 , 6

GENERAL DESCRIPTION

FORM copies and restructures data files. It can be called from a FORM control statement.

RELEASE MATERIALS

FORM is contained on release tape PL4 with the 8-Bit Subroutines. A complete catalog of the PL4 contents appears in part
I, section 5.

HARDWARE CONFIGURATION

FORM requires the same minimum hardware configuration as NOS/BE.

INSTALLATION PARAMETERS

No IPARAMS are used.
PL4 contains seven files; files 4 through 7 pertain to FORM.

Installation job decks PL4BI, PL4BE, and PL4BO may be obtained from the Installation Deck program library using the
procedure described in part I, section 1.

Deck PL4BI is a maintenance deck that allows updates of FORM on the PL4 tape. This deck updates the library, assembles
and encapsulates the relocatable routines, and assembles and builds a new FORM main overlay. The job allows creation of a
revised PL4 release tape.

PL4BE adds FORM to the running system. Relocatable capsules are placed in the BIT8LIB library. FORM is placed in the
NUCLEUS library.

Deck PL4BO allows regeneration and replacement of the absolute overlay file on tape PL4.
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ON-LINE MAINTENANCE SOFTWARE 7

B

RELEASE DESCRIPTION

The On-Line Maintenance Software (OLMS), previously known as the CE Diagnostics, requires the same hardware
configuration as NOS/BE.

RELEASE MATERIALS

The On-Line Maintenance ‘Software is released on the release tape PL5A.
The structure of the program library tape is as follows:
File Content
Program library in Update format
PP COMPASS binaries

CP COMPASS binaries
FORTR AN binaries

w00 BN

INSTALLING DIAGNOSTIC PROGRAMS

Installation of this product requires the Update directive *DEFINE,names to write correct data to the COMPILE file and
the F parameter on the COMPASS statement to control code assembly for proper binary creation. To include test CMS for
a mainframe with a compare/move unit, place a *DEFINE,CMU directive in job PL5I. To install MALET drivers, a DEFINE
must be made for each required driver as follows:

DEFINE Directive Required Driver

*DEFINE,580 580 driver for 512/580

*DEFINE,MUX Multiplexer driver 6671/6676/2550-100

*DEFINE,65X 60x/65x driver

*DEFINE,66 X 66x driver

*DEFINE,67X 67x driver

*DEFINE,841 841 driver

*DEFINE,844HT 844 half track driver - Both drivers are required for 7x5x controllers
*DEFINE,844FT 844 full track driver

*DEFINE,SECURE Read preallocated area only unless disk is logically idle or unloaded
*DEFINE,FMDHT 885 half track driver Both drivers are required for 885 disk drives
*DEFINE,FMDFT 885 full track driver

The COMPASS F parameter must be equated to 4 (F=4) when generating binaries of COMPASS programs.

INSTALLATION PARAMETERS

Release values of the installation options in the deadstart diagnostic sequencer are as follows.

NOISEL  (DDS.194)
Same as IP.NOISE in deck CIOCOM on PL1A; default setting is 3.

Refer to the On-Line Maintenance Software Reference Manual for a description of the options available.

INSTALLATION PROCEDURES

Inst{allatipn of the On-Line Maintenance Software requires deck PL5AI from the installation deck program library as
outlined in part I, section 1.

Deck PL5AI references IPTEXT; part III of this document contains a cross-reference map of IPARAMS symbols and routines
that reference these symbols.

Installation job PL5AI updates and creates a new program library including assembled/compiled binaries.
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MAINTENANCE PACKAGE 8

RELEASE DESCRIPTION

Maintenance tools for NOS/BE are provided on release tape PL6. These maintenance tools are divided into two categories:
SYMPL compiler and conversion aids. The structure of the release format PL6 is as follows.

Files | through 4 SYMPL
1 SYMPL source in UPDATE program library format
2 SYMPL compiler in relocatable binary
3 * SYMPL compiler in absolute overlay binary
4 SYMPL object library in relocatable binary

Files 5 through 6 Conversion aids
5 Conversion aids source in UPDATE program library format
6 Conversion aids binary

SYMPL

SYMPL (Systems Programming Language) is designed to facilitate systems programming; it does not contain some features
normally found in higher level languages, such as complex arithmetic and input/output capability. Instead, it contains fea-
tures particularly suited to systems programming, such as bit manipulations, based arrays, and an elementary macro
capability. It produces code optimized for efficient register and functional unit usage, particularly oriented toward the
6600-type mainframe.

The SYMPL compller is written mainly in SYMPL; only the system interface routines are in COMPASS. Thus, an absolute
binary of SYMPL is necessary for installation if changes are to be made to the source.
INSTALLATION PARAMETERS

SYMPL has no installation parameters. However, to ensure efficient code generation, the MODEL micro in deck IPARAMS
on PLIA must be set to the proper value for the target machine.

INSTALLATION PROCEDURES

Before SYMPL can be installed, NOS/BE, COMPASS, and the FORTRAN Extended 4 object library must have been
installed. SYMPL can be updated and installed with the following jobs. Job PLEAI updates the SYMPL library tape. Job
PL6AE edits SYMPL into the system from a SYMPL program library tape. Deck PL6AO allows regeneration of absolute
overlays plus creation of a new PL6 tape. Because SYMPL is written in its own language (SYMPL), it is recommended that
the latest available SYMPL binaries be present in the running system before installing SYMPL. The unconfigured deadstart
tape base system will always contain the latest SYMPL binaries; all other base systems should enter the latest available
SYMPL binaries into the running system using deck PL6AE.

VERIFICATION PROGRAM

The best verification of successful installation of SYMPL is satisfactory compilation of FORM and QUERY UPDATE.

CONVERSION AIDS

The following conversion aid programs are provided on the maintenance tools tape.

SIFT A program to convert FORTRAN 2.3 programs to FORTRAN Extended 4 format

SPY Utility package used to monitor the P register of a CPU program and provide a histogram of
elapsed time used in specific areas of code

DOCK Utility for extracting IMS information from the NOS/BE program library

STIMULATOR Utility package used to simulate live INTERCOM 4 low-speed terminals
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SIS63 A program to convert a SIS file created on a SCOPE 3.3, 63-character set system, so that it can
be processed on a NOS/BE, 64-character set system

CIA A PPU program used to collect data on CPU utilization or CPMTR execution for performance
analysis
CPMET A program to collect and report detailed data on CPMTR execution

INSTALLATION PROCEDURES

Job PL6BI updates and compiles file 5 creating a complete revised PL6. Job PL6BE adds binary from file 6 to the running
system. These jobs may be obtained from the installation deck program library tape, using the procedure outlined in part I,
section 1.

Once PL6BE has completed, job DST3 may be run to create a deadstart tape of the running system. PL6BE and DST3 are not
required if the user library installation process is being used. )

USAGE OF CONVERSION AIDS

Usage instructions for SIFT can be found in SIFT (FORTRAN Translator Program) PSB.

Usage instructions for SPY, CIA, and CPMET can be found in the SCOPE V3.3 to SCOPE V3.4.x Conversion Aids PSB.

Usage instructions for the other conversion aids are as follows.

DOCK USAGE

DOCK is a FORTRAN Extended 4 source language utility for extracting listable internal maintenance specification
information from a COMPILE file generated from the NOS/BE program library.

The control card directive is in the following form.
DOCK(pl,p2,p3, - . . ,p0)

Definition:
Default, if parameter is not specified

Assumed, if parameter is specified, but not equivalenced

1 Name of program source file (assumed to be an update COMPILE or source file not exceeding 90-column BCD
_characters). Default = SOURCE, assumed = COMPILE.

L Name of file containing documentation list (cannot be the same name as I). Default = assumed= OUTPUT.

F Up to 25 characters to be printed in the bottom left corner of each page of documentation

Default = INT, Folio = $INTERNAL DOCUMENTATION.$
EXT, Folio = $EXTERNAL DOCUMENTATION.$
Assumed = $I M S.$ )

INT Internal; all internal, external, and overview documentation will be listed on file L.
EXT External; external and overview documentation will be listed on file L. Default = INT.
OVR Overview; only overview documentation will be listed on file L.

INDEX At the end of each routine processed an index is printed, all symbols found in location field of EJECT, SPACE,
TITLE, and TTL cards. Default = INDEX off.

NR No rewind of input file (I parameter); default = rewind of INPUT.

NT No table generation. Default = table generation.

NP No propagation of page numbers across routine. Default = on.

TE Documentation file, L, formatted for input into program TEXTJAB. Default = off.
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Default parameter settings include the following.

DOCK(I=SOURCE,L=OUTPUT,F=$INTERNAL DOCUMENTATION.$,INT,NP)
Assumed parameter settings include the following.

DOCK(I=COMPILE,L=OUTPUT,F=$INTERNAL DOCUMENTATION.$,INT,NP)
The following dayfile messages are issued by DOCK.

FL TOO SHORT FOR DOCK. (REQUIRES 12K).

Not enough field length was allowed; current minimum field length is 12K (octal).

FILE NAME CONFLICT.

Input, I, and List, L, file names are the same.

MEMORY OVERFLOW IN BUILDING INDEX TABLE.

Not enough field length for index table; increase by 4K (octal).

EMPTY INPUT FILE. NO DOCUMENTATION PRODUCED.

Input file was empty.

INPUT FILE NAME IS ILLEGAL.
OUTPUT FILE NAME IS ILLEGAL.

Illegal character specified in file name.
FILE EQUIVALENCE MAY NOT BE 0.

A file parameter cannot be set to zero.

STIMULATOR OPERATING INSTRUCTIONS

Automatic Table Setting

The STIMULATOR automatically sets the EST and mux-subtables if the user so specifies. The new operating procedures are
as follows.

Read in the SIP job to initiate the STIMULATOR.

After requesting appropriate tape assignments, the STIMULATOR asks
DO YOU WANT AUTOMATIC TABLE SETTING — N.YES OR N.NO

When the answer is YES, the STIMULATOR makes the following checks.

The STIMULATOR checks for a mux-subtable pointer in low core. If no pointer is found, the following diagnostic is
issued and the SIP job drops.

ERROR—DONT HAVE MUX SUBTABLE DEFINED

If this check is passed the STIMULATOR searches the EST until it finds a YC entry (turned OFF). When not enough
YC entries are found in the EST, the following is displayed.

NOT ENOUGH EXISTING EST YC ENTRIES—SET MANUALLY
EST YC entries will not be created because a valid mux-subtable pointer cannot be chosen arbitrarily.
When a valid YC entry is found, the channel number from the SIP statement C parameter is used.

The mux-subtable pointer from this EST entry is used to modify the appropriate mux-subtable. The SIP card T pa-
rameter is placed in the mux-subtable to indicate the number of interactive terminals.

The mux EXT entry is set to indicate a STIMULATOR run. When INTERCOM finds a mux with the STIMULATOR flag
set in the EST, it uses a special driver, 17Z8.
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When all tables are set properly, the following message is displayed.
—OFF UNDESIRED MUXS - BRING UP INTERCOM.
When INTERCOM is brought up, the following is displayed, and the STIMULATOR run is conti;lued.
CONTINUE SIMULATION
The STIMULATOR changes only the first one or two EST entries encountered (depending on M parameter of SIP statement).
If NO is the answer to DO YOU WANT AUTOMATIC TABLE SETTINGS, the following is displayed. ‘
YOU ARE RESPONSIBLE FOR TABLES SETUP—TYPE N.GO TO CONTINUE

Thus, the user ean set tables manually if desired.

Manual Table Setting

The EST must contain an entry for a 6671 or 6676 multiplexer specifying the channel to be used for the stimulation. The
entry should point to a valid multiplexer subtable. The entry can be typed manually after unlocking the keyboard. For
example, if the entry is to be at 2532 in memory, type the following. .

2532,0000 0004 0020 3103 0002.
Points to Ist
Channel Equip YC mux subtable
Mnemonic

Bit 4 of byte 2 of the EST entry indicates to INTERCOM that this mux will be used by STIMULATOR.

The mux subtable must be set to reflect the number of terminals (this value must agree with the SIP card T parameter).
Type the following. ,

5642,4, 00xx. xx=number of terminals

Running Two Multiplexers

Example 1: Two 6676s simulated on the same channel

The M parameter on the SIP statement should be set to 2. The T parameter should indicate the number of terminals on each
mux. The STIMULATOR input tape must contain as many sessions as the total number of terminals: 2*T. Two EST YC
entries and two mux subtables are required. (Assemble the INTERCOM driver with IP.N6676 EQU 2.) '
Example 2: One simulated 6676 and one actual 667x on another channel

It is possible -to simulate one 6676 multiplexer and at the same time run another actual hardware 6676 multiplexer on a
different channel. In this case, the user must ensure that an EST entry and mux subtable also exist and properly define the
live multiplexer and its terminals.

The SIP parameters are set in the same way as for one simulated multiplexer.

Bringing up INTERCOM and the STIMULATOR

Refer also to Automatic Table Setting instruetions.
Bring up INTERCOM by typing INTERCOM.

The STIMULATOR can be run at any available control point but it should be locked in to avoid attempts to roll it out. Type
in the following.

n.LOCKIN.
Background batch can be run as desired. Any NEXT control point can be used to run both INTERCOM and batch jobs.
The STIMULATOR will drop automatically when INTERCOM is dropped. To drop INTERCOM type the following.
INTERCOM,DROP. |
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Deseription of STIMULATOR Parameters

A maximum of two tapes is required for a simulation run: TAPEI and TAPEO. TAPEI is the input tape containing the
Teletype programs to be simulated during the run; this tape must be assigned for all simulation runs. TAPEO is used for
recording all system output resulting from the simulation; it is required if the user selects the option to recover system
output. The STIMULATOR requests assignment of the appropriate tapes during its initialization phase.
The STIMULATOR is called with a Program Call control statement of the form.

SIP(Mx, Txxx,Dxxx,SxxxX,Lxx,Cxx,0x,FXxxx)

Parameters M, T, D, S, L, C, O, F, and R are order-independent; all values are octal.

Mx Number of simulated multiplexers (maximum of 2)

TXXX Number of Teletypes per multiplexer (1-100)

Dxxx Number of Teletypes per multiplexer to activate dynamically every S cycle

Sxxxx Time interval in octal cycles for activating D Teletypes (one cycle equals approximately 200 ms)
Lxx 0 implies each TTY is to simulate all input programs for current run.

L=0 option requires INTERCOM modifications, as same user would LOGIN at more than one terminal.
1-77 indicates the number of times each TTY is to loop on its assigned program.

Cxx Channel number of simulated multiplexers

Ox Zero implies recover system output, nonzero implies to bypass output
Fxxxx File number of TAPEI to be used for current simulation

Rxxxx Record number of TAPEI to be used for current simulation

The following default values are assumed.

mmottung~-z
W o wnuwuunn
— ) - D D e b

If the channel parameter C is not specified, SIP is terminated with an error message. The only restriction on the S param-
eter is the following.

TxS

= 4096
D

The following sample deck performs the data acquisition for a 20 terminal simulation on one multiplexer.
JOBI1,T1000,MT02,CM20000.

SIP(M1,T24,D24,S1,L2,C0,00,F1)
6/7/8/9

STIMULATOR Input Statement Format

Test programs are stored on cards for input to INTERCOM via the STIMULATOR. Each card image represents one Teletype
line of information. The first character must be punched in column 1 and the last character must be a v (11-0 punch).

If the input line generates a line feed as the only response from INTERCOM, as with text editing under EDITOR, the char-
acter A (0-8-7 punch) must precede the character v (11-0 punch) on the card. The STIMULATOR interprets the character for
internal purposes only; it is sent to INTERCOM as a blank. The v character is transmitted to INTERCOM as a carriage
return. -
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Each test program must begin with the LOGIN procedure and end with the LOGOUT system commands. The main body of
the test program can contain any combination of system commands, source input, or data. Essentially, each test program
represents a complete user session at a Teletype from LOGIN to LOGOUT. In converting programs from terminal input to
cards for STIMULATOR input, the differences in character sets must be considered. For example, the quotations character
" for terminals is the equivalence character = on cards. For a more detailed description of display and TTY characters,
refer to the INTERCOM section of this document or the INTERCOM 4 Reference Manual.

The card images can be copied to tape with the COPYBF utility. EORs separate each test program.

Since the following characters have special meaning to the STIMULATOR, they should not be used as data in the input tape.
Indicates carriage return (11-0 punch)

Indicates EDITOR text editing line (0-8-7 punch)

Indicates control X
Indicates control Z

—ry <

Example: ] A gives user abort
An example of input tape preparation follows.

JOB,MTO1.

REQUEST,TAPE,HI.

COPYBF(INPUT,TAPE)

7/8/9

LOGIN.v

NAMEv (username)

PASSWDv (user password)

EDITOR.v

FOR,Fv

10 PROGRAM Z(INPUT,OUTPUT) v

20 PRINT 10 v

30 READ 20,A v All text editing commands require
. A character before v character

160 END v
RUN,FTNv
2.0v
3.0v
BYEv
LOGOUT.v
7/8/9
(second test program)
7/8/9

7/8/9

(last test program, maximum of 64)
7/8/9
6/7/8/9

Data Reduction Phase

The following sample performs data reduction of the STIMULATOR output tape.

JOB2,CM55000,T1000,MTO1.

REQUEST,TAPEI,HIL STIMULATOR OUTPUT TAPE
REWIND(TAPE!L)

DATAR.

6/1/8/9
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DATAR gives the following output.
A raw output showing number of active terminals, all response times, and a two-word debugging output for each response.

A histogram which slots all response times and calculates a mean and standard deviation. The cumulative probability column
gives the probability that response time will be less than a given number of seconds. If cumulative probability is 0.4891 and
the interval is 10.5-11.0, 48.9 percent of all response times were less than 11.0 seconds.

The following deck gives a more detailed report of the simulation.

JOB3,CM60000,T7777,MT2.
REQUEST,TAPEO,HL.  STIMULATOR OUTPUT TAPE
REWIND(TAPEO)

COPYBF(TAPEO, TAPE2)

SORT.

REQUEST,TAPE3,Hl.  STIMULATOR INPUT TAPE
REWIND,TAPE], TAPE3.

LEE(LC=T77TTT)

7/8/9

6/7/8/9

LEE gives a detailed report of the activity for each terminal. For each command, the response received is shown as well as
the response time in seconds and milliseconds.

The following deck does the simulation, the histogram, and the detailed terminal activity report in one job.

JOB4,CM70000,T1000,MT2.
SIP(M01,T05,D05,C03,S1000,00,L1)
REWIND(TAPEI,TAPEO)

DATAR(,,TAPEO)
FILE(TAPEO,BT=K,RT=F,RB=64,FL=90,MBL=5760)
FILE(TAPEI ,BT=K,RT=F,RB=64,FL=90,MBL=5760)
SORTMRG.

RETURN(TAPEO)

LEE(,,TAPE!)

7/8/9

SORT ,
FILE,INPUT=TAPEO(R),OUTPUT=TAPEI(R)
FIELD,FLDA(6,3,DISPLAY)
KEY,FLDA(A,COBOLS)

OPTIONS,RETAIN

END

6/7/8/9

Miscellaneous Information

Normally, the STIMULATOR will shrink its field length to the minimum required. If it is necessary to simulate a machine
with less CM than is actually available (for example, 49K), the CM on the STIMULATOR Job statement can be set
accordingly and FL reduction can be prevented by the following modification:

*IDENT,FIXCORE
*DELETE,VSN.335
*DELETE,VSN.358
*COMPILE,VSM

The operator can examine the data captured by the STIMULATOR by displaying the output tape buffer and the TTY output
pots. Suppose the STIMULATOR is running at JDT 20.

Type CcC=20

Cyele display until the FET for TAPEO is found (about 350), FIRST will be about 2040, type: C4,2040. for beginning display
of TAPEO buffer.

The display can be cycled until OUTPUT pots are found. The OUTPUT pots are two 8-word buffers per TTY that give an up-
to-date account of the data being received by each terminal. They are located near 3000 relative to RA.
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Type Time

The release version of the STIMULATOR has a built-in type time of 0 seconds. To change the type time, the following
modification should be made to 1VG.

*IDENT,TYPETA
*DELETE,TYPET.I )

ADN X (x is the type time in octal seconds; must be < 77)
*COMPILE,1VG

Changes to INTERCOM

At times, changes should be made to INTERCOM, depending on the type of simulation.

When more than 30 terminals are running, the EDITOR buffers should be increased appropriately . Refer to the INTERCOM
section of this document for a description of EDITOR parameters.

The appropriate version of the INTERCOM driver must be available. Refer to the INTERCOM section for more details.

Hardware Resources Needed by the STIMULATOR

If the output is being saved on tape, the STIMULATOR requires two dedicated PPs; but only one is required if output is not
saved.

A free data channel is required for communication between the STIMULATOR and the INTERCOM drivers.

The STIMULATOR uses one control point; the field length depends on the length of the input tape and the number of simu-
lated terminals. (Approximately 25K [octal] for a typical run consisting of one mux and an input tape consisting of 64
sessions, 30 lines per session.)

SIS63 USAGE

The following control statement is required for execution.

SI1S63(1fn)
where 1fn is the SIS file name.
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FORTRAN EXTENDED VERSION 4 9

RELEASE MATERIALS

FORTRAN Extended 4 is released on one reel of tape, PL7, which contains the compiler. PL7A is used by those
installations who have purchased the single-pass time-sharing (TS) version of FORTRAN Extended. The installation of FCL
4 (PL8) mathematical and I/O libraries is required for FORTRAN Extended 4 execution (refer to section 34).

The structure of PL7 or PL7A is the following.

File | Program library of the FORTRAN Extended 4 compiler
File 2 Relocatable binary
File 3 Relocatable binary
File 4 Absolute overlay binary
LIMITATIONS

All applicable Integer Multiply FCOs must be installed. All code generated by the compiler assumes the existence of the
Integer Multiply.

If FORTRAN Extended 4 is installed on a CYBER 70 model 71, 72, or 73, or a CYBER 170 model 171, 172, 173, 174, 720, or
730 with the MODEL installation parameter (in IPARAMS) correspondingly set, the object code produced will execute
properly but will not be optimal for a model 74, 175, 750, or 760. If MODEL is set to 74 or 175, the object code produced
will execute properly on a model 71, 72, 73, 74, 171, 172, 173, 174, 175, 720, 730, 750, or 760, but will be optimal only for
the model selected. If the MODEL parameter is set to 176, the compiled object code will not execute correctly on other
models when the source programs contain LEVEL 2 (direct access LCM) statements, but will execute correctly although not
optimally on other models when the source programs do not contain LEVEL 2 statements.

Object code compiled by FORTRAN Extended 4 on a model 71, 72, 73, 74, 171, 172, 173, 174, 720, or 730, cannot be
executed on a Model 76 running under the SCOPE 2 operating system. On the lower CYBER models, object code consists of
one logical record for each program unit, whereas the SCOPE 2 operating system loader accepts only W records.

When the FTN control statement specifies either the C or E option, the compiled object code is produced as symbolic
COMPASS source language, rather than executable binary. The C and E options may not be selected in TS mode.

COMPILER INSTALLATION PARAMETERS

The FORTRAN Extended 4 compiler program library, PL7 or PL7A, is distributed with installation parameters properly set
for normal installation on any CYBER 70 or CYBER 170 series machine. It should be noted that the system text IPTEXT
should contain parameter values which are consistent with the CYBER model on which the compiler is installed and
executed. To ensure correct code generation, the MODEL micro in deck IPARAMS on PL1A must be set to the correct
value for the target machine.

The installation options are located in the common deck OPTIONS and deck FTN. OPTIONS is called by TSTEXT, FTNMAC,
and FTNTEXT; because of its global nature, the compiler should be reinstalled whenever parameters are changed. Installa-
tion parameters in FTN may be revised through a standard maintenance run (installation deck PL7I).

Current UPDATE sequence numbers for installation options may be obtained by assembling FTNMAC (or TSTEXT,
FTNTEXT; the FTNMAC listing is much shorter) and/or FTN, depending on the parameters of interest. FTN contains the
installation parameters for default control statement settings, control statement error processing, default file names,
object-time input/output buffer length, and compiler overlay library names. The remaining parameters are in OPTIONS
(FTNMAC/FTNTEXT/TSTEXT).

The default external and internal file names used by the compiler include the following.

INPUT Source program input

OUTPUT Compiler listable output

LGO Relocatable binary object code

COMPS COMPASS formatted symbolic object code (E option only)
ZZZZZFC Internal symbolic object code (E option not selected)
ZZZZZRL Internal intermediate language

ZZZZZRM Internal reference map

ZZZ7Z720P Internal OPT=2 and DEBUG-mode random file
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All files are formatted according to suitable operating system standards. File formats cannot be changed through FILE
control statements. (CDC CYBER Record Manager has not been implemented for compile-time I/0O. The upper CYBER
implementation of Record Manager has been designed only for standard file formats; results are unpredictable if FILE
statements are used.)

COMPILER PROGRAM LIBRARY STRUCTURE

When a full UPDATE is performed on PL7 or PL7A, the following eight records are written on the compile file.

Contents Overlay Program Library Deck Names

1. TS mode global assembly text TSTEXT

(used only for installation or

maintenance)
2.  Object code macro definition text FTNMAC
3.  Two-pass global assembly text FTNTEXT

(used only during installation or

maintenance)
4.  Master controller (0,0) FTN
5. TS option one-pass compiler. (1,0) FTN10-INIT

This record is empty if the
compile file was produced from
PL7, the non-time-sharing compiler.

6. Two-pass ecompiler (OPT=0, I, or 2) . (2,0) FTN20-SNAP
bateh compilation controller
Error message text expander (2,3) FTN23-FTNMSG
Pass | (non-DEBUG) 2,1) FTN21-PHICTL
Reference map processor and assembler (2,5) FTN25-REFMAP
Pass 2 (2,2) ‘ FTN22-MACROX
7. Pass 1 DEBUG code supplement (2,4)A ’ FTN24-SAVREGS
8. Pass 1 skeleton COPYL decks (2,4)B FORMDBG

TSTEXT

TSTEXT is a global set of macro, micro, and symbol definitions needed to assemble the (1,0) overlay. When the compiler is

installed and maintained, TSTEXT is first assembled as a local text file and then accessed by the COMPASS or FORTRAN
Extended 4 G option parameter.

FTNMAC

FTNMAC is a system text that contains macro definitions needed to assemble symbolic object code compiled by FORTRAN
Extended 4. Normally, FORTRAN Extended 4 produces executable binary (not symbolie) object code without using
FTNMAC. However, if the C or E option is selected, FORTRAN Extended 4 produces object code in a symbolic form for
COMPASS assembly. The symbolic code contains many maecro calls which must be externally defined for successful
assembly. The macro definitions are available in FTNMAC, which is assembled and added to the operating system nucleus
library during compiler installation.

FTNMAC must be assembled with the same version of COMPASS as is present when FORTRAN Extended 4 is eventually
added to the running system.

FTNTEXT
FTNTEXT is a global set of maecro, micro, and symbol definitions needed to assemble the (0,0) and (2,n) overlays of

FORTRAN Extended 4. When the compiler is installed and maintained, FTNTEXT Is first assembled as a local text file, and
then is accessed by the COMPASS or FORTRAN Extended 4 G option parameter.
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(0,0) Overlay (FTN)

This overlay is the master controller which does the following.
L4 Scans, validates, and stores FORTRAN Extended 4 control statement option parameters.
[ Initializes the compiler according to control card options and available memory.
° Loads all compiler primary and secondary overlays.
. Processes all operating system action requests.
(] Loads and communicates between the COMPASS (1,0) overlay and FORTRAN Extended 4 for intermixed
COMPASS language program units.
TS MODE OVERLAY

(1,0) Overlay (FTN10)

This overlay contains the entire TS mode compiler (except for the (0,0) controller) and remains resident in core for the
entire compilation. Source input is read, listed (if requested), and used to generate code. If COMPASS subprograms occur
on the input file, COMPASS is loaded to assemble them and FTN10 is reloaded, if necessary, for subsequent FORTRAN
subprograms.

OPTIMIZING AND DEBUGGING MODE OVERLAYS

(2,0) Overlay (FTN20)

This overlay is the batch controller for compiling multiple FORTRAN program units. It contains the symbol/label table
lookup subroutines; the central compiler input/output subroutines; the batch compilation reinitialization code; miscellaneous
utility subroutines; and the compiler malfunction report package.

(2,3) Overlay (FTN23)

This overlay expands two-word error table entries into full line error messages. It is loaded only if errors were detected
during Pass 1 of a compilation.

(2,1) Overlay (FTN21)

This overlay is the first pass of the compiler under normal mode (when the DEBUG option is not selected by the control
statement D parameter). It performs a lexical, syntactic, and semantic analysis of each FORTRAN program unit. Source
language input is translated through a lexical element language (E-list) to a register-independent internal language (R-list).
Source language errors are detected and saved in an error table for subsequent expansion. Intermixed COMPASS language
programs are recognized and either copied to an internal file or transmitted directly to COMPASS, depending on control
card option selection.

(2,2) Overlay (FTN22)

This overlay is the second pass of the compiler. It optimizes and generates symbolic object code from the R-list produced by
Pass 1.

(2,5) Overlay (FTN25)

This overlay is the third pass of the compiler. A reference map is produced, if requested. The symbolic code is then as-
sembled as executable binary object code, either by a fast one-pass internal assembler or (if the C option is selected) by the
slower COMPASS assembler. This overlay can be combined with the (2, 2) overlay during installation, as selected by the
symbol .OVL in OPTIONS. Compiler loading time is reduced, but compiler field length must be increased.

(2,4) Overlay (FTN24)

This overlay is loaded only when the DEBUG option is selected on the FTN control statement. It is loaded instead of the
normal Pass 1; it contains, in addition to all normal Pass 1 code, processing subroutines for DEBUG statements. The overlay
is formed during installation by assembling the DEBUG subroutines and then replicating the normal Pass | code with the
COPYL utility.

Minimum DEBUG field length is 63K (octal) or approximately OPT=0+15K.
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INSTALLATION INSTRUCTIONS

The compiler installation decks provide a method for introducing the FORTRAN Extended 4 compiler into a NOS/BE
system. The first job PL7I updates the program library, producing a new program library tape including supplemental
binary files. Deck PL7E must be run following PLT7I but before attempting installation of the object library when the
running system modification approach to building systems is used.

Deck PL7I references IPTEXT and CPUTEXT; part III of this document contains a cross-reference map of referencing

routines versus IPARAMS symbols. Deck PLT7I also requires access to the COMPASS program library to acquire the
common deck COMPCOM.

Compiler installation job decks PL7I and PL7E, and verification program PL7V can be obtained from the Installation Deck
program library using the procedure outlined in part I, section 1.

Decks PL7E and DST3 need not be run if the user library approach is being followed.
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COBOL VERSION 4.7 10

RELEASE MATERIALS

COBOL Version 4 release material consists of a magnetic tape identified as PL9. The structure of PL9 is as follows.

File 1 UPDATE version of the COBOL program library
File 2 COBERTX COBOL error text
File 3 Relocatable binary records resulting from assembly of the object time routines
File 4 Relocatable binary records resulting from assembly of the compiler routines
File 5 COPYCL binary decks
File 6 Overlays forming the COBOL compiler installed into the system
File 7 COPYCL routine in absolute form
LIMITATIONS

Integer multiply hardware FCOs are required. Binary decks of COBOL source programs produced with an IPARAMS symbol
value of IP.IMUL CEQU 0 are now invalid: the source deck must be recompiled under NOS/BE. No source deck modifica-
tions are needed.

The compiler may be executed from any file or user library providing the main overlay and all other overlays reside on the
same file or library; or the main overlay resides in NUCLEUS and the other overlays are in SYSOVL.

INSTALLATION PARAMETERS

The COBOL compiler uses symbol definitions from IPTEXT for IP.CMU, IP.TYPE, IP.CSET, IP.PS, and IP.PD (refer to
section 1 discussion of IPARAMS). To override these installation parameter values, make the following changes in the
COMDECK ASSEMOP when COBOL is assembled.

Feature Required Change
Generate code optimized for *B,ASSEMOP.4
a Model 74 type CPU SKIP 1
Generate code optimized for ‘ *[,ASSEMOP.4
a Model 73 type CPU SXFR EQU 1
Generate CMU instructions *D,ASSEMOP.9,10
Generate non-CMU instructions *D, ASSEMOP.9
Specify COBOL output page *D FEATI72.11 IP.PD EQU n
density (lines per inch) (where n can be 3, 4, 6, or 8)

prior to the addition of
IP.PD to IPTEXT

Specify COBOL output page *D FEATI72.14 IP.PSEQU n
size (lines per page) prior (where n can range from 4 through 99999)
to the addition of IP.PS to
IPTEXT

Part III contains a cross mapping of referencing routines and IPARAMS symbols defined in IPTEXT.

SPECIAL INSTALLATION PROCEDURES

To create a compiler and an object library which contain the CDCS 1 interface feature activated, make the following change
in the COMDECK ASSEMOP when the compiler and object library are assembled.

*[ ASSEMOP.23
DBI.I EQU!
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INSTALLATION PROCEDURES

The release tape, PLS, contains seven files. File one contains the COBOL program library. This file includes both compiler
and object routines. Files 2 through 7 contain binary decks of the object time routines and the compiler overlays.

Installation job decks PL9I, PL9E, PL9O, and PLIV may be obtained from the Installation Deck program library using the
procedure outlined in part 1, section I.

Job PL9I uses the release tape as input to create a tape of the same structure.
When job PL9E is performed, using either the released tape or the output tape created by job PL9I, COBOL is added to the
running system or user libraries by EDITLIB. Job DST3 can be used to generate a deadstart tape. Jobs PLIE and DST3 need

not be run if the user library installation approach is being used.

Deck PL9O allows regeneration and replacement of absolute overlays on a new PL9 tape.
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SORT/MERGE VERSION 4.6 n

R ]

RELEASE MATERIALS

Sort/Merge 4 is released on release tape PL10. PL10 contains the following files.
File Contents

1 Sort/Merge program library

2 Sort/Merge relocatable binary decks (maero sort)
3 Sort/Merge (0,0) overlay

4 Sort/Merge capsule relocatable binaries

5 SMTEXT binary

HARDWARE CONFIGURATION

Sort/Merge requires the same minimum hardware configuration as NOS/BE. If the Tape Sort option is used, additional
magnetic tape units are required: polyphase requires at least three; balanced requires at least four.

GENERAL DESCRIPTION

The system consists of two directive formats and a Macro Sort format. Directive format 1 is based on upward compatibility
toward 7000 Sort/Merge and Format 2 is based on the Sort/Merge 3 format. The Macro Sort format is also based on 7000
compatibility. Sort/Merge 4 is a more modular package, consisting of capsule modules which are in core only when
necessary. For example, a disk sort does not need the tape merge capsule modules. This product is designed to optimize
speed and core space as well as to utilize CDC CYBER Record Manager and NOS/BE capabilities.

INSTALLATION PARAMETERS

Sort/Merge selects installation parameters from IPTEXT. Sort/Merge selects CMU versus non-CMU use dynamxcally at
execution time.

INSTALLATION PROCEDURE

Job decks PL10I, PLIOE, PL100, PL10V1, PL10V2, and PL10V3 may be obtained from the Installation Deck program library
using the procedure outlined in part I, section 1 of this docufhent.

Job PLI10I references IPTEXT; Part IIl of this document contains a cross reference map of IPARAMS symbols versus
referencing routines.

The installation jobs function as follows.

PL10I Updates the program library with modifications producing a new program library tape including assembled binary
information as supplemental files. This job essentially allows creation of a revised release tape.

PLIOE Adds Sort/Merge to the running system or user libraries. PLIOE can use either the released PLI0 or a tape
created by job PL10I as input.

Deck PLI0O, applicable only in the user library method of installation, allows regeneration and replacement of absolute
overlays in the user library plus creation of a new PL10 tape.

After job PLIOE has been run, job DST3 can be run to create a deadstart tape of the running system containing Sort/Merge
Decks PLI0OE and DST3 need not be run if the user library installation approach is being used.

The system text SMTEXT is installed via execution of installation decks PL10I and PLI0E.
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INTERCOM VERSION 4 12
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RELEASE DESCRIPTION

INTERCOM 4 in conjunetion with the NOS/BE operating system provides TTY and CRT terminals with time-shared access
to CYBER 170, CYBER 70, and 6000 Series computers. Also, remote batch jobs ecan be submitted from terminals equipped
with a remote card reader and printer, from a remote computer (1700 or 8231) running an IMPORT package, or from a low-,
medium-, or high-speed batch terminal. Programs written in the FORTRAN, COBOL, ALGOL, COMPASS, or BASIC
languages can be submitted from a remote terminal for execution at control points; the user at the remote terminal can
interact with the executing program. Program output can be routed to the line printer and card punch at the central site or
to a terminal equipped with line printers or card punches. Through the system permanent file feature, input from a central
site magnetic tape or card reader is available to the remote user.

HARDWARE CONFIGURATION

In addition to the minimum hardware required by the NOS/BE system, INTERCOM 4 requires the following equipment for
communication and operation.

A CRT terminal, model 214-11, 214-12, 217-11, 217-12, 217-13, 217-14, 711-10, 731-12, 732-12, 734 Remote
Batch Terminal, 714-10, 714-20, or CDC CYBER 18, or a model 33, 35, or 38 KSR or ASR Teletype terminal, or a
713 Teletype compatible terminal, or a 751 TTY compatible terminal, or a 1700 or 8231 remote computer running
an IMPORT package, or a 731-10 Low Speed Bateh Terminal (LSBT), 732-10 Medium Speed Batch Terminal
(MSBT), or a 733-10 High Speed Batch Terminal (HSBT).

A dedicated multiplexer on a dedicated channel 6671, 6676, 6673, or 6674 (6671 for Teletype and/or CRT
terminals; 6676 for Teletype terminals only; 6673 or 6674 for high speed connections to remote computer); a
dedicated 7077 Communications Station on a dedicated channel with a 791 Local Communications Controller
(LCC) for Teletypes, XSBTs, and/or CRTs; a dedicated 2550 Network Processing Unit (NPU) on a dedicated
channel for TTY and/or CRT terminals.

Data sets for communication between the remote terminal and central site. Teletype terminals require 103A or
212A Data Sets; CRT terminals require 201 A or 201B Data Sets, or CDC 358 Transceivers; remote computer and
HSBTs require 301B or 303 Data Sets and a TELPAK A communication line, or CDC 358 Transceivers. Refer to
the Control Data Communications Handbook for specific details of the exact modem strapping option required by
INTERCOM 4.

REQUIREDF HARDWARE OPTIONS

711-10

Data control 711-102

714-10 or 714-20

Display (8x80 or 16x80) 714-122 or 714-123

733-10

731-12

Data set adapter 733-130
CRT (16x80 or 18x64) 733-150 or 733-152

732-12

Memory increment (8K bytes) 730-100
Display (16x80) 730-101

731-10
732-10

Display (16x80) 730-101
Cyelic encoder 730-103

HARDWARE OPTIONS

Teletype

Paper tape reader/punch

217-11, 217-12, 217-13, 217-14

Card reader 224-11, 12, 13, or 14
Line printer 222-11, 12, 13, or 14

711-10

Memory option (16x80 screen) 711-100
Character printer 711-120 or 711-21
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714-10
Display (8x80 or 16x80) (up to 8 additional) 714-122 or 714-123
Charaecter printer (up to 3) 711-120 or 711-121
731-10
732-10
Card punch/reader (66/330 cpm) 730-104
Memory increment (if additional peripherals are used beyond the basie
L/MSBT card reader and line printer) 730-100
733-10
Card reader (one additional) 733-120
Line printer (up to three additional) 733-110
Card punch 733-101
Memory increment (if additional peripherals are used beyond the basie
HSBT, single card reader and line printer) 733-140

Refer to the Software Release Bulletin for the controlware part numbers for which INTERCOM has been tested.

RELEASE MATERIALS

INTERCOM Version 4 release material consists of a magnetic tape (PL12) containing the INTERCOM program library as file
one. ‘

NOTES AND CAUTIONS

MODE 4 SEQUENCE BIT PROCESSING IN I Ml

For synchronous mode 4 terminals, the INTERCOM 1M1 driver checks the sequence bit on the station address word of
responses to all display mode transmission.

Some mode 4 CRT terminals work properly in all respects except that they do not correctly process the sequence bit;
generally, the terminal sends a zero sequence bit in all transmissions to the 6000 computer. This problem is a terminal
malfunction, a loose wire, or bad hardware card. Such terminals may undergo endless retransmissions of one of the first
two WRITES to the CRT screen. Should this retransmission be observed regularly when a particular terminal connects,
hardware support personnel should eheek the sequence bit (bit 24) in the station address word.

LINE SKIPPING ON 714 NONIMPACT PRINTER
When column 80 is reached, an INTERCOM-generated line skip occurs. 714 nonimpact printers have a photo cell switch séf

at column 80 to skip a line. Thus, when input lines exceed 79 characters, output is double-spaced. If this is not desirable,
request the site customer engineer to move the photo cell switch beyond column 80.

ERROR PROCESSING ON THE 711/714

On the 714, the ERR enable/disable switch should be set to ENABLE. On the 711, the ERR disable jumper should not be
present. This allows the controller to give an ERR response both to writes to nonexistent stations, and to invalid messages
in general.

CHARACTER SET SUPPORT

The IP.CSET Display Code character set selection affects INTERCOM only with respect to 63- or 64-character set selection.
The BCD and ASCII printer character set default and 026/029 keypunch code default selections affect only the remote batch
terminals. How it affects each one is described in each terminal's reference manual.

In addition to the IP.CSET display code character set selected, INTERCOM allows users to select extended ASCII 95- or 256-
character sets for communication with a mode 3 type terminal. These sets are described in the INTERCOM Reference
Manual.

2XPPU SPEED (CDC CYBER 176 ONLY)

When INTERCOM is run at 2XPPU speed (IP.PPS2X=2) with a 6676 multiplexer, model F 6676 must be used.
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LIMITATIONS AND SYSTEM CONSIDERATIONS

1. When the CONNECT command (or CONNEC call) is used, the specified data is routed to or from the terminal each
time the file is read or written. When simultaneous operations are to be performed, no more than one file should be
connected to a terminal for interactive operations at any time.

2. PASSWRD should not be run while INTERCOM is up because numerous problems may occur if a user id is changed
while INTERCOM is up. These include remote batch file security problems and EDITOR's edit files being swapped
between users.

3. Teletype operation via the 791 LCC differs from Teletype operation via the 6671 or 6676 multiplexer.

8-bit data is not currently supported on mode 3 (TTY) devices connected to the LCC. Improperly formatted
paper tape input to the LCC may cause the TTY to be inoperative.

GENERAL PROCEDURES

Installation of a complete INTERCOM system requires establishing installation parameters and installing from the
INTERCOM OLDPL. The card deck described later can be run at the central site to install INTERCOM. FORTRAN
Extended 4 and COMPASS must be installed before INTERCOM can be installed.
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