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DATA ENCRYPTION: IS IT FOR YOU? 

As we discussed last month, we foresee some major changes com­
ing to the data processing environment in the next few years. The 
main sources will be the new office systems and the on-rushing mi.­
era-processors. One aspect of the new environment will be the 
growing use of data encryption (which turns information into 'gib­
berish' and can later recover it). There has been a lot of discussion 
in the trade press about encryption, plus a debate about the new 
U.S. federal data encryption standard (DES). Many companies might 
adopt the attitude that (a) "we will not need to encrypt our data," 
and (b) "even if we do have to encrypt it, we surely would not use 
the DES." There is a fairly good chance they would be making a 
mistake on both counts-and particularly the second. Here is why. 

Ir there is such a thing as a 'typical' 
business data processing environment, it prob­
ably has the following characteristics. The orga­
nization has many data files, mostly organized 
by application and stored on magnetic tape. 
Some are stored on disk units, for fast access; in 
other cases, databases have been set up for serv­
ing multiple applications. These files contain 
business records, dealing with customers, suppli­
ers, employees, products, work in process, fi­
nances, and so on. 

While the organization does not want such 
data to be disclosed to outsiders, it generally 
would not be seriously hurt if some of the data 
were disclosed-or so it is believed. Financial 
data is guarded more closely than the other types 
mentioned. 

Much the same situation applies to any data 
communications that this organization performs. 
Most data transmitted is for simple business 

transactions. Anything of a particularly sensitive 
nature is sent by other means, such as by courier 
or by registered mail. 

For such an environment, is today's public de­
bate on encryption methods really meaningful? 
Should such organizations be criticized if they 
adopt a 'couldn't care less' attitude about encryp­
tion? 

Let's take a look at some reasons for encrypt­
ing. 

Why encrypt? 

For one thing, encryption is probably the only 
effective m.ethod available today for preventing 
the unauthorized disclosure of computer-read­
able data. If an organization is concerned about 
security in general, and data security in particu­
lar, then encryption should be considered. Other 
methods for controlling access to data, such as 
the use of passwords, provide little protection 
against an intelligent penetration effort. 
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But why should an organization be concerned 
about data security in the first place? One reason 
is that the business environment appears to be 
becoming more malignant. "There is nothing 
wrong about stealing from big organizations; af­
ter all, they are stealing from us" is a not-un­
common attitude among some elements of soci­
ety. Social reformers may want to gain access to 
business files in order to analyze them and find 
embarrassing facts that can be used to pressure 
the organization into some desired action. Com­
petitive organizations may find it helpful to 
'browse' through the organization's files by 
means of remote terminals. Even competition 
among managers within the organization, each 
seeking promotion, may lead them to look for 
embarrassing data items in other managers' files. 

Note that it is less and less realistic to assume 
that these 'penetrators' (people who deliberately 
gain unauthorized access to the data) will not 
have the technical skills needed for making ef­
fective attacks. Knowledge of computer technol­
ogy is spreading throughout our society. 

Another reason for data security is the obvious 
one-some organizations store and transmit data 
of great value, and such data must be protected. 
Funds transfer transactions, messages about new 
oil deposit discoveries, and trade secret data 
stored in computer files are examples. 

Then there is a new requirement that is 
emerging-the need to protect information ap­
plying to persons, as covered by the new privacy 
laws. The unauthorized disclosure of such infor­
mation can involve both civil and criminal penal­
ties. 

In short, organizations that have been accus­
tomed to operating in a more or less benign envi­
ronment may well find that the environment is 
changing. Encryption may not be so irrelevant as 
first assumed. 

Then, too, as we discussed last month, we 
foresee a new generation of computer systems ar­
riving in the next few years. Advanced security 
features, including data encryption, are sure to 
be main sales points for these systems. So com­
puter users will be hearing much more about en­
cryption in the months ahead. 

At the same time, there are good reasons for 
not charging ahead with the use of encryption 
too rapidly. 
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Why be cautious? 

The use of encryption will raise a whole host 
of new operating procedures. One problem area 
is that of 'key management,' which we will dis­
cuss in more detail below. Suffice it to say now 
that key management includes the generation of 
keys, transporting them to remote sites, protect­
ing them against disclosure, and accurately en­
tering them into the encryption devices. Mistakes 
in any of these steps can lead to severe difficul­
ties. 

What are keys? They are groups of digits 
(say, eight digits) that play the same role as a 
metal key does for locking and unlocking a door 
lock. Handling encryption keys can be even more 
difficult than handling physical ones. 

Then the organization must make a choice of 
encryption methods, and this is not simple. (Of 
course, it is simple for U.S. federal agencies; they 
must use the new federal DES for unclassified 
data that is to be encrypted.) In general, there is 
no good way for an organization, using its own 
resources, to determine the strength of an en­
cryption method. The size of the key space (the 
number of possible different keys) is, of itself, not 
an adequate way for determining strength. 

From the point of view of society, apparently 
no one yet has a good idea of the social conse­
quences of encryption. We have asked a good 
number of people about this point, and have 
done a literature search on it, to little avail. For 
instance, the wide spread use of encryption 
might thwart the sub-poena process. As far as 
we can tell, no one has really addressed the 
question of the possible side effects of encryption, 
and there are sure to be some. 

Warranted or not, good for society or not, the 
use of encryption for business records will grow. 
Encryption is almost at the threshhold of being 
'a thing to do.' However, the decision to use en­
cryption is one that should be taken very seri­
ously, as we hope will be made clear in this re­
port. 

Let us now briefly summarize some of the ba­
sic concepts of encryption. 

Some basic concepts 

Three articles in the IBM Systems Journal 
(Reference 1) provide good summaries of basic 
concepts in their introductions. Also, one of the 
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sessions at the 1978 National Computer Confer­
ence (Reference 2b) included points of interest, 
on which we draw. 

A cryptographic system seeks to turn human 
or machine intelligible data into 'gibberish' by 
means of either a code or a cipher, and in such a 
way that the original text can be recovered easily 
on! y by a possessor of the code or the cipher key. 
A code substitutes a code word or phrase for a 
word or phrase in the original plaintext. So cod­
ing and decoding involve a dictionary-type 
lookup. The use of codes is not relevant to our 
discussion. A cipher system operates on characters 
rather than on words or phrases-by permuting 
the sequence of the characters, or by substituting 
one character for another, or by a combination of 
these processes. Through the use of the key, it 
seeks to change the original stream of characters 
(plaintext) into pseudo-random noise (cipher­
text). The methods we will be discussing are ci­
pher systems. 

Cipher systems for data processing sub-divide 
into two general types. One is block cipher sys­
tems where a block of, say, eight characters is 
encrypted and later decrypted; such systems al­
ways deal with full blocks of characters. The 
other type is stream systems, where a string of 
characters is encrypted one character at a time. 
Our concern here is with block cipher systems. 

There are variations of block cipher systems, 
such as block chaining and cipher feedback sys­
tems. In general terms, an encrypted block-in 
addition to being stored or transmitted-is also 
fed back into the device to help encrypt the fol­
lowing block. This introduces 'noise' that can 
later be removed. We will discuss the importance 
of this below. 

Another variation of importance in cipher sys­
tems is that of secret algorithm systems versus 
public algorithm systems. The algorithm is the 
procedure by which the plaintext is transformed 
into the ciphertext by the use of the key. One 
might think that the secret algorithms would be 
more secure. We side with the experts who say 
that the public algorithms, which have withstood 
attack by many interested parties, are more 
trustworthy. One cannot rely on a 'secret' algo­
rithm staying secret. 

Now consider the people who are not autho­
rized to have the cipher keys but who attempt to 
unscramble the ciphertext-the penetrators. 
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What a skilled penetrator hopes for is a short­
cut solution to this unscrambling, by exploiting 
some weakness of the algorithm. Finding a 
.short-cut for a truly strong algorithm is essen­
tially an act of genius; one person might see a 
short-cut where hundreds of other skilled pene­
trators might not. For a 'garden variety' algo­
rithm, finding a short-cut solution is much more 
routine, we are told. It is not possible for the lay 
user to know in advance if a short-cut will be 
found or how much effort it will require in its 
use. This is another advantage of public algo­
rithm systems; any weaknesses that lead to short­
cut solutions become publicized upon detection. 

If a short-cut solution cannot be found, the 
other alternative is the exhaustive search. The 
penetrator must have a piece of ciphertext that 
he knows matches a piece of plaintext. Further, 
it must be assumed that he knows the algorithm 
(even if the user attempts to keep the algorithm 
secret). The penetrator then tries every possible 
key for transforming the plaintext to the cipher­
text, or vice versa, until the right key is found. 

It should be noted that strong cipher systems 
are designed under the assumption, as described 
by Walter Tuchman in Reference 2b, that the 
'bad guys' (a) know everything about the algo­
rithm, (b) have an accomplice who can insert 
any amount of chosen plaintext into the mes­
sages, and (c) have large scale, very fast comput­
ers available for performing the analysis. In fact, 
the 'bad guys' can be employees of the organiza­
tion, with access to many system details. The ci­
pher system must provide protection even under 
these circumstances. 

Finally, the concept of work factor must be 
mentioned. This is the amount of work, mea­
sured in dollars or time or such, for a penetrator 
to achieve a solution and find the key. Designers 
of encryption systems seek to make the work fac­
tor very high. 

These, then, are some of the basic concepts in­
volved in encryption systems. Let us now con­
sider the U.S. federal data encryption standard. 
It is a publicly known algorithm, and the debate 
on its strength is very informative. 

The data encryption standard 

What is now known as the federal data en­
cryption standard (DES) was originally developed 
by IBM. It was submitted to the U.S. National 
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Bureau of Standards in 197 4, in response to an 
NBS solicitation. NBS was seeking a gov­
ernment-wide standard for the encryption of un­
classified government data. IBM's response was 
selected and DES was adopted as a federal stan­
dard in mid-1977. 

DES is a block product cipher; that is, it uses 
both permutation and key-dependent substitu­
tion. The key consists of eight 8-bit bytes, of 
which every eighth bit may be used for parity 
purposes; of the 64 bits, 56 are used as the key. 
(This is the heart of most of the controversy 
about DES, as we will describe.) 

Plaintext is inserted in blocks of 64 bits; if the 
text does not fill a block, padding characters may 
be used. In its first step, DES permutes these 64 
bits; the 58th bit is moved to position 1, the 50th 
bit to position 2, and so on. Then begins a series 
of 16 rather complex iterations, using the key. 
The permuted 64-bit block is divided in two, a 
left 32 bits and a right 32 bits, which we will 
call L(O) and R(O). At the end of the first itera­
tion, R(O) is just. moved over without change to 
become L(l). But L(O) is EXCLUSIVE-ORed to a 
function of R(O) and key 1. Does this begin to 
sound sticky? We'll be brief. 

What is this function? First, R(O) is expanded 
from 32 to 48 bits by means of a table. The table 
says: put bit 1 into both positions 2 and 48; put 
bits 2 and 3 into positions 3 and 4; put bit 4 into 
positions 5 and 7; and so on. So, 32 bits are ex­
panded to 48. Then 48 of the 56 bits of the key 
are selected in a tricky fashion (not, of course, 48 
bits in sequence), to give key 1. Then these two 
48 bit numbers are exclusive-or added, giving a 
48 bit number. This 48 bit number is entered 
into a set of eight 'S-boxes;' we mention this 
name because these are a part of the controversy. 
Each S-box accepts six bits in and delivers four 
bits out, as specified by eight tables. Every out­
put number can come from one of four input 
numbers. The result is that the 48 bit number is 
now reduced to 32 bits again. 

Why this funny expansion and contraction? 
We gather that it is so the penetrator cannot 
work backwards through DES, when trying to 
decrypt. The penetrator would know the permu­
tation scheme because it is fully described in 
Reference 3a. But when the penetrator reaches 
an S-box, he will not know which one of the 
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four possible outputs were used in any given 
case. 

Anyway, this now-32-bit number is exclusive­
ored with L(O) to give R(l). And the process is re­
peated with L(l) and R(l) as inputs-and so on 
for the rest of 16 iterations. 

If it sounds like DES produces 'gibberish,' that 
is just what happens. It produces pseudo-random 
noise as output. If the same type of process is re­
peated for decryption, using the identical key, the 
original plaintext is obtained. But if there is a 
difference of even one bit between the encryption 
key and the decryption key, gibberish comes out, 
as discussed by Meyer in Reference 2a. 

So that is a brief summary of DES. There is no 
way, surely, for non-experts in cryptography to 
know how strong DES is. So what is all the de­
bate about? Let's look at that question next. 

The debate on DES 
We are trying to cover a lot of material in this 

one section and will not really do it justice. If 
you are interested in the debate, we urge you to 
read the references. (We thank those cited au­
thors who reviewed our draft and offered com­
ments.) 

We see three main arguments being raised 
against DES. These are: IBM and the govern­
ment are hiding things, the DES key is too short, 
and the new 'public key' systems are better than 
DES. 

Keeping things secret 

The U. S. Senate Select Committee on Intelli­
gence considered it necessary to investigate a 
number of allegations about DES. Included 
among the allegations was the charge that the 
National Security Agency (NSA), under the 
guise of testing the algorithm, tampered with it 
in order to weaken it and create a 'trapdoor' 
which only NSA could tap. (A charge reported 
elsewhere was that NSA forced IBM to keep the 
design of the S-boxes secret, so that this might be 
the 'trapdoor.') Another charge was the NSA 
forced IBM to reduce the key size from the orig­
inal proposal of 64 bits to the current 56 bits; 
perhaps this was a part of a 'trapdoor.' 

Reference 4 is the unclassified summary of the 
Select Committee's findings. The committee had 
access to reports of two workshops (References 
3c and 3d) that considered some of the charges. 
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It also had access to NSA and IBM personnel, 
as well as people at universities who are working 
in the subject area. 

In short, the committee's report says Yes, 
NSA did convince IBM that a reduced (56-bit) 
key size would be sufficient. And NSA did assist 
indirectly in the development of the S-box struc­
tures. But the NSA certified that the final algo­
rithm was, to the best of their knowledge, free of 
any statistical or mathematical weaknesses. Fur­
ther, NSA certified, and IBM agreed, that NSA 
did not tamper with the design of the algorithm 
(other than what was just mentioned). IBM in­
vented and designed the algorithm, made all per­
tinent decisions, and concurred that the 56-bit 
key size was more than adequate for the in­
tended commercial applications for which DES is 
intended. 

Further, we have been told that IBM never 
did propose a 64-bit key for DES, and that 
NSA's assistance in the S-box design was very, 
very indirect; the design was IBM's. 

Reference 3d brings the picture into somewhat 
better focus; it is the report of a workshop orga­
nized by NBS to consider some of the charges 
levelled against the DES. Walter Tuchman of 
IBM reported that when IBM tried to get an ex­
port license for the algorithm, it was learned that 
the company had inadvertently used classified 
design principles. The structure of the S-boxes 
had been selected by IBM, not NSA, to give a 
stronger algorithm. It was an accident, not collu­
sion, said Tuchman, that led IBM to use design 
principles for the S-boxes that the government 
now asks them to keep secret. 

Martin Hellman of Stanford University, a 
leading challenger of DES, makes the point in 
Reference 3d that if DES is supposed to be a 
publicly known algorithm, then all aspects of it 
should be made public. The S-box structure is 
crucial to the algorithm's strength. How can an 
algorithm be certified as secure if a crucial part 
of it is kept secret, he asks. 

The response made to this point is that the 
contents of the S-boxes are public knowledge; 
they have been published with the algorithm. It 
is only why these structures were chosen that is 
not disclosed. Further, if anyone can show that 
the algorithm can be strengthened by using other 
S-box structures, such a person i's invited to do 
so. 
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That leads to the next charge: the DES key is 
too short. 

Is the key too short? 

This question is where most of the debate has 
centered. Most of the attacks on DES have ar­
gued that it should have a 64- to 128-bit key 
length. And NSA has been charged as the cause 
of the 56-bit key length. 

For instance, Hellman is quoted in Reference 
3d as saying, " ... it is known that NSA systemati­
cally blocks the use of algorithms using longer 
(than 64 bit) keys." And at the 1978 National 
Computer Conference session on encryption, one 
attendee reported that his company tried to get 
an export license for an encryption device that 
used a 128 bit key. Upon the advice of NSA, he 
said, the government would not grant the license 
until the key length had been reduced to 64 bits 

But the point that the backers of DES make is: 
the 56-bit length is more than adequate. So here is 
the debate: is it adequate or isn't it? 

Hellman (in References 2a, 2b, and 3c) has 
led the attack on the key length. He argues that 
he has found a short-cut solution. But DES ad­
herents consider his approaches as 'well-known' 
and adequately provided for with DES. 

A 56-bit key has almost (as Hellman says) 
100,000 million million different combinations-
10 with 16 zeroes behind it. If one test takes only 
one microsecond (given a key, encipher a block 
of known plaintext and compare it with its 
matching ciphertext), it would take about 2,000 
years to test all possible keys. So say the adher­
ents. 

But that isn't the way to look at the problem, 
says Hellman. Perform these tests in parallel, 
with many units. If this is not economically fea­
sible today, it soon will be-to have enough fast 
units in parallel so as to test all possible combi­
nations in one day. 

So NBS convened a workshop of experts (Ref­
erence 3c) to consider this question. The work­
shop attendees extrapolated the probable charac­
teristics of large scale integration (LSI) chips out 
to the early 1980s. They considered several alter­
native architectures for a 'key extraction ma­
chine' for making exhaustive searches of keys. 
Adding some special hardware to one of today's 
fastest computers (a CDC STAR) would allow it 
to generate one solution in somewhere between 23 
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and 91 years. If a special machine were built 
with, say, one million DES chips-which might 
be accomplished by 1990-it might generate one 
solution in one day. But the cost of such a ma­
chine would be between $50 and $70 million, 
and the likelihood of success was estimated at 
only 10% to 20%. 

Further, if such a machine were built, its exis­
tence probably could not be kept secret; a one­
time order for that many DES chips would be no­
ticed. When the existence of the machine was de­
tected, the users could quickly start using multi­
ple encryption, obsoleting the machine. 

Hellman's next attack, given at the 1978 Na­
tional Computer Conference (and found in Ref­
erence 2b, not in 2a), took another approach. 
"Assume I have an accomplice who can plant 
plaintext of my choosing-say, a block of eight 
blanks that I can be sure will occur frequently­
in the message stream," says Hellman. "I will 
now be able to get blocks of ciphertext that cor­
respond to the chosen plaintext. To break the 
system, I will build a large set of reduced tables 
in which the entries are (essentially) key and ci­
phertext, for the plaintext of my choosing. The 
creation of these tables will take several years of 
computing but I am under no pressure to get 
them done by a certain time. To find a key, I 
have to do· a table look-up in the reduced table; 
this is a time/memory trade-off. If I put together 
a machine with 10,000 DES chips working in 
parallel (and we are skipping over some of the 
other details of the machine), I can perform 100 
DES solutions a day, at an estimated cost of be­
tween $1 and $100 per solution." He arrives at 
this cost figure by estimating the cost for parts of 
the machine at $4.2 million (today's parts at to­
day's prices). 

But-and there is a but-Hellman says, this 
system will not work with block chaining meth­
ods, where each encrypted block is fed back to 
help encrypt the following block. Hellman needs 
blocks of ciphertext that are matched to his 
plaintext and have been encrypted using only the 
key. 

Tuchman says that this assumption of Hell­
man's is on very shaky ground. Almost a191 form 
of good 'pre-whitening' -such as good block 
chaining or cipher feedback-will inject an ele­
ment of noise into the ciphertext and thwart the 
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table lookup type of attack. Further, says Tuch­
man, all cryptographic products should include 
good pre-whitening as a matter of course. 

Other supporters of DES point out that Hell­
man's time/memory trade-off is simply the well­
known 'code book' type of attack-which was 
evaluated when the algorithm was under consid­
eration as a federal standard. To thwart this 
type of attack, they say, one can simply introduce 
'noise' into the message (Tuchman's pre-whiten­
ing) so that no two encrypted blocks are the 
same. 

So, if Hellman could get his assumptions ful­
filled-somehow being able to match plaintext 
and ciphertext for a selected sample of plaintext, 
not faced with the use of block chaining, and 
having a huge, fast deciphering machine-then 
DES might be broken by a table look-up method. 
DES needs a greater safety margin, he says. But 
this is a special case of penetration, it seems to 
us. That is, an accomplice must be planted 
within the target organization, the organization 
must not use pre-whitening or double encryp­
tion, and the deciphering machine must be built, 
made to work, and its existence must be kept se­
cret. Only then would it work. But note: if all 
cryptographic products include good pre-whiten­
ing, this type of attack would be thwarted. 

At the workshop reported in Reference 3d, the 
consensus of the experts was that the 56-bit key 
is 'adequate.' But we gather from the tone of the 
report that most of the attendees were unhappy 
that IBM and NSA had agreed on the use of a 
56-bit key. A 64-bit key would provide a desir­
able amount of added protection some 8 to 10 
years in the future, when a key extraction ma­
chine .may be more feasible. Note that each 
added bit doubles the exhaustive search work 
factor. 

We have been told that, for a strong algorithm 
such as DES, for which short-cut solutions are 
highly unlikely, a 56-bit key gives sufficient pro­
tection today. If and when exhaustive search for 
this key length becomes feasible, multiple en­
cryption can be used with DES, thus extending 
its life indefinitely. 

Interestingly, Hellman has also helped initiate 
the interest in 'public key' systems, which adher­
ents think will play an important role in cryp­
tography. 
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Public key systems 

The concepts of public key encryption systems 
began with two papers, one by W. Diffie and M. 
Hellman (in the IEEE Transactions on Informa­
tion Theory, November 1976) and the other by R. 
Merkle (in the Communications of the ACM, April 
1978). These papers have stimulated much of to­
day's interest in cryptography. 

Diffie and Hellman proposed the concept of a 
'trapdoor one-way' encipherment function. This 
is a function that allows relatively easy encipher­
ment of a message with enciphering key E but 
involves very difficult deciphering without a sec­
ond deciphering key D. Given a message M, the 
'normal' ciphertext C of that message is c = 
E(M). Normal deciphering results in the message 
being retrieved: D(C) = D(E(M)) = M. The E 

key is thus used for sending a message and is of 
no value for deciphering the message. 

In conventional systems, one key is used for 
both encryption and decryption. In a public key 
system, one key is used for encryption and an­
other for decryption. Each participant in a pub­
lic key system would have his own pair of E and 
D keys. 

Next, let the participant's E key be publicly 
known. In fact, set up a public file that stores the 
E keys of all participants and makes them availa­
ble upon request. But each participant keeps his 
D key secret. 

If party A wishes to send an encrypted mes­
sage to party B, he gets party B's E key from the 
public file, encrypts the message with it, and 
transmits the message to party B. Party B, and 
only party B, can decrypt the message with the 
secret D key, because it can take eons of time on 
today's fastest computer for anyone else to try to 
decrypt it. If this sounds like magic, we will in­
dicate what the mathematical foundations of the 
method are that seem to insure this. 

Rivest, Shamir, and Adelman (Reference 5), 
in a much quoted paper, have made some inter­
esting extensions to the concept. Select D and E 

so that they can be used in either sequence, say 
the authors. That is, let D(M) = C and E(D(M)) 

= M. 

Next, they say, let the encryption key be a pair 
of very large random numbers, E and N, and the 
decryption key be D and N. Let N be the product 
of two very large prime numbers (divisible only 
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by themselves and by 1), P and Q. Each of these 
should be in the order of 100 decimal digits in 
length, making N 200 decimal digits long. To get 
P and Q, generate large random numbers and test 
them for primeness (which is relatively easy to 
do); it will take about 115 tries before a prime is 
found, they say. Although N will be publicly dis­
closed, no one knows how to factor a number of 
this size into its factors, P and Q; it would take 
millions of years on today's fastest computers, 
using the best-known factoring algorithms. 

Once the participant has selected his N, he 
then determines his D to be "a large, random in­
teger which is relatively prime to (P-1) x (Q-1)." 

This is number theory; for more details see Ref­
erence 5. Finally, the participant determines his 
E as the 'multiplicative inverse' of D. By using 
this means of determining E and D, they can be 
applied in either order, which leads to an inter­
esting use. 

To use the method, convert the message to a 
series of decimal digits. One way to do this is to 
code the alphabetic characters as two digits: A is 
01, B is 02, etc. Next, raise this number to the 
power E (in essence, multiply it by itself E 

times), subtracting out the number N (the modu­
lus) as often as possible, and keeping only the re­
mainder. This remainder is the ciphertext mes­
sage C. There are some short-cut methods for do­
ing this and it can be done in a few seconds on 
today's high speed computers, say the authors. 

To decipher c, just raise it to the D power, 
convert the resulting digits back into alphabetic 
characters, and presto, you have your message. 

The 'interesting use' of this method is that of 
digital signatures, almost equivalent to handwrit­
ten signatures on contracts. For this use, the 
sender first uses his D key to encrypt message M, 

giving ciphertext C(l). Then the sender goes to 
the public file for the E key of the recipient, and 
enciphers C(l) with it, giving C(2), which is sent 
to the recipient. The message has thus been en­
crypted twice. 

The recipient first uses his own D key to deci­
pher C(2) to C(l). He then uses the senders public 
E key to recover M from C(l), in number form. Be­
cause the sender's E key did in fact produce the 
message, the recipient is sure that it came from 
the sender and from no one else. This 'signature' 
is strong enough to convince a judge, they say, as 
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long as the sender's D key has not been compro­
mised. (Of course, the judge also would probably 
want expert cryptographic testimony on the 
strength of the algorithm, we have been advised.) 

Some arguments against. One of the main dis­
advantages of public key systems is that they are 
quite a bit slower in operation (measured in the 
number of digits enciphered per second) than, 
say, today's DES chips. While means to speed up 
the process may be found, still it is likely that 
public key encryption will always be much 
slower than DES. 

Kohnfelder (Reference 6) points up some 
other problems with public key systems. A reli­
able third party is needed for operating the pub­
lic key file, he says, otherwise a penetrator could 
impersonate the public file function. If a partici­
pant's D key is compromised, the validity of all 
his messages, past and present, is questionable, 
particularly if it is not known when the compro­
mise occurred. Having to continually reference 
the public key file would be a nuisance, so 
Kohnfelder suggests the use of official 'certifi­
cates' of E and N numbers to avoid the need for 
frequent references to the public file. Also, the 
public key systems seem more appropriate for 
data transmission than for data storage. 

One possible attack of public key system is to 
re-encrypt the ciphertext with the public key un­
til plaintext results. We have seen some exam­
ples of such an attack, using very short keys. 
Rivest (Reference 7) has analyzed the problem 
and concludes that for the size keys he is recom­
mending, the likelihood of getting plaintext by 
this method is vanishingly small. 

The value of the debate 

The debate of DES has, in our opinion, played 
a very important role. It has validated the algo­
rithm like no other algorithm in the public sector 
has been validated. And, we think, DES has stood 
up very well under the close scrutiny being given 
it. 

A 64- to 128-bit key length would be much 
more readily accepted, we gather, by the people 
in the public sector who are working on the de­
sign of cryptographic systems. But even with 56-
bit keys, it is clearly impractical to make an ex­
haustive search for even one DES key on one of 
today's fastest computers. And there seems to be 
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reasonable counter-measures that a user can take 
to avoid the time/memory trade-off type of at­
tack, as described by Hellman at the 1978 NCC. 

We are inclined to say "Hooray for Martin 
Hellman" for his continuing efforts to show up 
the weaknesses of DES, although we suspect that 
IBM and NBS are not happy with all the nega­
tive publicity about DES that he has caused. But 
he has made a lot of other people interested in 
the problem. If DES can continue to stand up un­
der this kind of scrutiny, its strength will become 
more and more apparent. 

What about the public key systems? Are they 
better than DES? They are still so new that it is 
hard to answer this question. Since breaking the 
cipher by means of exhaustive search is a func­
tion of key length, and since the public key sys­
tems use much longer keys, they have a much 
higher exhaustive search work factor. From the 
standpoint of possible short-cut solutions, two 
points should be made. One, mathematicians 
have been trying to find a way to factor large 
numbers for over 100 years; if they find such a 
method, public key systems will be in trouble. 
And two, cryptanalysts may find a short-cut that 
does not involve factoring large numbers; see 
Reference 9 for a discussion. 

Also, the public key systems are not yet ready 
for field operation; the whole concept of the pub­
lic key file has to be developed, for instance. Fur­
ther, these public key systems should be vali­
dated by making concerted efforts to break them. 
Such efforts require a lot of time and money, 
which so far have not been expended. 

As we see it, DES has so far stood up very well 
indeed under the debate. Further, even the ad­
herents of the public key system see it as comple­
menting DES rather than competing with it. 

A final point about the relative strength of 
DES. Some secret algorithms are being sold on 
the basis of their long key lengths (over 100 
bits). But key length by itself is not enough. The 
algorithm may have some weaknesses that a 
skilled penetrator can exploit. And as long as the 
algorithm remains secret. the user will not know 
if such weaknesses exist. That is the big advan­
tage of a public algorithm such as DES. Because 
of the scrutiny to which it is subjected, it pro­
vides a degree of trust that no secret algorithm 
can give. 
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Other considerations 

When installing an encryption system, the 
user must consider other factors in addition to 
the strength of the algorithm and the speed at 
which data can be encrypted. We single out two 
areas for a brief discussion here: (a) the need for 
secondary processing, and (b) the question of key 
management. 

Secondary processing 

The U.S. National Bureau of Standards is 
preparing a set of guidelines for using DES, for 
the guidance of federal agencies (Reference 3b). 
In it, NBS has pointed out a number of auxil­
iary processing operations that must be done in 
support of the encryption process. 

The 'encryption device' at each site would in­
clude the algorithm chip plus a micro-processor 
that controls the use of that chip, mounted on a 
printed circuit board and suitably enclosed. The 
device should be physically protected, perhaps by 
being kept in a locked 'safe' designed. for the 
purpose. 

Here are some of the secondary processing 
functions that NBS believes must be 
performed-some in the above-mentioned micro­
processor and others in the host processor. The 
secondary processing function must monitor the 
power for the DES device. It must manage the 
control and status lines to the DES device, signal­
ling if a parity error has been detected in the key 
being entered or preventing input if the device is 
busy. Input and output data lines should feed 
through the secondary processing, and it should 
separate the 'to be encrypted' data from the 'not 
to be encrypted' data and from control data. In­
put data to be encrypted must be formatted into 
64-bit blocks. Output from the encryption 
process must be delivered to the proper destina­
tion (channel for storage, front-end processor for 
transmission, etc.). 

In most instances, the address information that 
specifies the recipient will be transmitted in the 
clear, so this must be handled as 'not to be en­
crypted' data. The secondary processing must 
also be on the lookout for bit patterns in the ci­
phertext that are the same as system control 
characters; when detected, appropriate action 
must be taken (such as sending two such bit pat­
terns in sequence as an indication of text, not 
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control). If pre-whitening is to be done, the sec­
ondary processing would do this. If blocks have 
fewer than 64 bits of data in them, the secondary 
processing must pad them out to the 64-bits­
and, at the receiving end, strip off the pre-whit­
ening noise and the padding. 

Kohnfelder (Reference 6) points out that mes­
sages should be made unique, to avoid possible 
duplication and to prevent the possibility of a 
penetrator recording messages, modifying them, 
and re-transmitting them later. This can be done 
by the use of message sequence numbers and/or 
the use of date-time stamps. 

Of course, the secondary processing might well 
have to perform the 'handshaking' operations 
with the secondary processing at the other end. 
And if any physical tampering is done to the 
'safe'; or if environmental changes occur (heat, 
power), the secondary processing should detect 
these, and trigger an alarm. 

For an operational encryption system, then, 
there is need for a secondary processing capabil­
ity that is intimately tied to the encryption de­
vice. 

And then there is the problem of key manage­
ment. 

·Key management 

Key management includes the generation, dis­
tribution, and protection of keys. The function is 
needed both for conventional systems as well as 
for public key systems, although the overhead 
may be less for the latter. 

We came across two good discussions of this 
problem: three papers in the IBM Systems Journal 
(Reference 1) and a paper by Everton (Refer­
ence 8). These two discussions are not equiva­
lent; Everton approaches the handling of keys 
rather differently from the IBM authors. Since 
his is a bit easier to describe, and since it sets the 
stage well, we will begin with it. 

Everton's hierarchy of keys. The functions of 
key management are to provide keys where they 
are needed and to keep them secret, says Ever­
ton. And to keep them secret, whenever a key 
cannot be physically protected, it should be en­
crypted under a higher order key. 

To accomplish this protection, Everton sees a 
hierarchy of keys. At the top of the hierarchy are 
the master keys. They are stored in the encryption 
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devices and are used for protecting the next 
lower level of keys-the sub-master keys. The sub­
master keys are stored at the nodes of the net­
work (that is, at the hosts, terminals, and net­
work processors) and are used for protecting the 
next lower level of keys-the session keys. These 
session keys are the data-protecting keys and are 
almost transient in nature. They are active only 
as long as the data they have encrypted remains 
in encrypted form. For data communications, 
this means that the session keys will be active 
only for the duration of the communications ses­
s10n. 

The master and sub-master keys are to be 
generated by a security officer, using a computer 
temporarily dedicated to that task. They should 
be pseudo-random numbers. The masters are left 
in plaintext form, since there are no higher level 
keys for encrypting them. The master keys are 
then used for encrypting the sub-master keys. 
Each encryption device in the network will have 
its own master key, says Everton, and each node 
will have the encrypted sub-master keys for itself 
and for the nodes with which it communicates. 

These keys-masters and encrypted sub-mas­
ters-must then be transported to the nodes by a 
secure means, probably not via the network. The 
key file for each node must be delivered to a rep­
resentative of the security officer at that node, 
and then stored in the node's security data file. 
The node's master key is entered into the en­
cryption device in plaintext form by this repre­
sentative (who also keeps his copy in a very se­
cure place). If power fails or if the device is 
tampered with, the key should be destroyed, ac­
complished by storing it in a volatile storage, 
says Everton. (This means that the representa­
tive of the security officer must be available for 
re-entering the master key. It also may argue for 
standby battery power for the storage of the mas­
ter key; even this power would have to be dis­
abled if the device is moved or opened.) 

Session keys are produced by software at key 
generation points (there may be one or several 
such points in the network) and transmitted to 
the nodes at the ends of the session paths. To 
produce a key, a key-length pseudo-random 
number is generated and is designated to be en­
crypted under the local sub-master key. Inside 
the device, the key is decrypted to plaintext form; 
no way is available for getting the plaintext key 
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out of the device. For transmission to the other 
nodes, the key is re-encrypted using the sub-mas­
ter keys of the destination nodes. 

This approach of Everton's is essentially 
transparent to the end users of the system. That 
is, they never have to bother with entering keys. 
Only the representative of the security officer, at 
each node, handles keys, and only under the 
tightest security. 

7he IBM approach. The approach recommen­
ded by the IBM authors (Reference 1) has a 
number of points of similarity with Everton's­
but also a number of significant differences. 
Their basic structure uses one host master key at 
the host computer which serves as the apex of 
the network; however, they do provide for the 
case of multiple hosts. This thinking is in line 
with IBM's preference for centrally controlled 
networks. Further, all secondary (key-encrypt­
ing) keys and session (data-encrypting) keys are 
generated at the host computer "for reasons of 
economy" and then transported or transmitted to 
the outlying sites. 

The host's master key is stored within the 
host's encryption device in plaintext form (since 
there is no higher key). If external power goes 
off, the key would not be lost because the device 
would be supplied by battery power. At the same 
time, the master key must be protected from un­
authorized users, by using appropriate software 
or hardware safeguards. 

Each of the terminals served by the host com­
puter requires its own. terminal master key, stored 
in the terminal's encryption device in plaintext 
form. The host also has an encrypted copy of 
each terminal's master key. These terminal mas­
ter keys provide the means for distributing ses­
sion keys. 

Session keys. Assume that a terminal requests 
a communications session with the host, for 
which encryption will be used. The host, in re­
plying to this request, generates a 64-bit pseudo­
random number. This random number is consid­
ered to be the encrypted session key, since it was 
generated outside of the encryption device. When 
it is moved inside the device, the device (a) de­
crypts it to plaintext, using the host master key, 
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and stores it for local use, and then (b) re-en­
crypts it, using the terminal master key, for trans­
mission to the terminal. Upon receipt of the en­
crypted key, the terminal's encryption device de­
crypts it to plaintext, using the terminal's master 
key. Both the host's device and the terminal's de­
vice now have the same key internally, in 
plaintext form. 

How is the terminal master key encrypted at 
the host? By using the host's master key? No, 
say the authors; this would provide a way for a 
penetrator to get at plaintext session keys. (See 
the papers for the reason this is so.) Instead, cre­
ate a variant master key, derived within the en­
cryption device by, say, inverting specified bits of 
the host master key. With DES, even a single bit 
change in a key will have a drastic effect on en­
cryption or decryption. So all of the terminal 
master keys that are stored in the host's key file 
are encrypted with this variant master key. For 
more details, see Reference 2a. 

File keys. File keys are similar to communica­
tion session keys, and are used to protect stored 
data. Session keys are active only for the dura­
tion of the communications session. File keys 
have a longer life cycle; they must be active for 
as long as the data encrypted by them remains in 
the files. 

This longer life cycle of the file keys poses a 
problem. How should they be encrypted, for 
storage in the key file? Encrypting them with the 
host master key is not the answer, say the au­
thors, because the host master key may have to 
be changed. So they propose the use of secondary 

key-encrypting keys, similar in concept to the ter­
minal master keys mentioned above. These are 
protected by encrypting them with a second vari­
ant of the master key. Thus, two variants are 
used, one for data transmission and one for data 
storage, so that the compromise of one does not 
lead to the compromise of the other. Also, if the 
master has to be changed, only the secondary 
keys have to be re-encrypted, not all of the file 
keys. 

Multiple host computers. Additional problems 
arise when the network includes two or more 
host computers, each with its associated group of 
terminals. Means are needed for establishing 
both session keys and file keys that allow inter­
action between these hosts and their terminals, 
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but without disclosing all of one host's keys to 
the other. For communications, the hosts must 
share special keys (comparable in concept to the 
terminal master keys) that can be used only for 
sending session keys from one host's domain to 
the other. File keys must be designed so as to 
handle three cases: 1) to encrypt and recover the 
records only within the local host domain; 2) to 
allow either host domain to encrypt and recover 
the records in either domain; and 3) to allow the 
records to be encrypted in one domain but recov­
ered only from the other domain. 

Key distribution. The general rule (with one 
main exception) is: keys outside of an encryption 
device must always be in encrypted form. The 
one exception is that the host master and termi­
nal master keys will be created and transported 
in plaintext form. They have to be entered into 
the encryption devices in the clear since there are 
no higher order keys with which to encrypt and 
decrypt them. Like all private keys, they must be 
handled in utmost secrecy. 

As the discussion has indicated, session keys 
can be distributed via the network, since they are 
encrypted by using the terminal master keys. 
Therefore, the system is transparent to the end 
users, who are relieved of any responsibility for 
handling keys. 

On the other hand, the key-protecting keys 
need a higher level of protection for their distri­
bution. Perhaps the most secure means of distri­
bution is the use of a trustworthy courier. Other, 
not as secure, methods include the use of regis­
tered mail or the use of person-to-person tele­
phone calls. Security can be improved by trans­
mitting the keys as bit patterns over two or more 
independent paths and then combining them at 
the destination by exclusive-or addition to pro­
duce the keys. 

The authors also discuss problems of key gen­
eration, key entry into the encryption devices, 
and a number of other topics that we will not try 
to cover here. But we hope that we have con­
veyed some of the considerations involved in key 
management. 

As this discussion has pointed out, the con­
cepts of secondary processing and key manage­
ment are still under development. Yes, there is 
work going on in these areas-but a set of 
agreed-upon 'best practices' has not yet emerged. 
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Therefore, new users of encryption methods 
should expect to have to work out a lot of these 
problems to fit their specific situations. This is 
sure to make the installation of an encryption 
method more difficult and costly. 

Conclusions 

Interest in encryption is growing and most 
likely will accelerate. Privacy legislation affecting 
the private sector, as well as regulations on 
trans-border data Oows, may force the use of en­
cryption. 

If you are considering the use of encryption, 
we suggest that you move as slowly as possible. 
Start out by encrypting only the minimum 
amount of data needed to meet the problem at 
hand. Start using encryption for data transmis­
sion rather than for data storage. There is lots of 
learning to be done in the use of encryption. As 
with any powerful tool, it can hurt just as much 
as it can help. 

Encryption is a complex, highly sophisticated 
subject. Buying a 'super-value encryptor' at a lo­
cal store, or by mail order, probably would cause 
more problems than it would solve. For instance, 
do not just look at key length (or, as expressed in 
sales literature, "trillions and trillions of differ­
ent possible keys") as the measure of how good 
the encryption system is. A 128-bit key system, 
say, that uses an algorithm with mathematical 
weaknesses, can be far less secure than a 56-bit 
key system with a strong algorithm. 

In our opinion, we laymen are just not in a 
position to judge how strong a secret algorithm 
really is; the analysis is too complex. Turning to 
one or more cryptographic experts for their opin­
ion on a secret algorithm is a better approach­
but not a lot better, we think. Breaking a cipher 
can be almost like an act of genius; one person 
can see a mathematical flaw in the algorithm 
that a hundred other experts might not see. 

So who do you trust, when it comes to select­
ing an encryption method, if you cannot trust the 
opinions of a few cryptographic experts? The 
answer that appeals to us is: select a publicly 
known algorithm that has stood up under intense 
scrutiny. The DES algorithm and the public key 
systems are two examples, although the latter 
have not yet received the scrutiny that the former 
has. 

EDP ANALYZER, DECEMBER, 1978 

The DES is a good, strong algorithm; even its 
critics and the supporters of public key systems 
say that. Their main concern seems to be key 
length, and not so much about the key being in­
adequate for use today as for the future (if? 
when?) huge, expensive key extraction machines 
might be built. But, in the future, key length can 
be increased, if needbe, by the use of multiple 
encryption. This makes a penetrator's work fac­
tor much greater. At the same time, the continued 

. increase in speed of the encryption chips will 
compensate for multiple encryptions. 

Public key systems have a number of attractive 
features, and it seems likely that they will be 
adopted in some form or other, both for national 
security data as well as for commercial and per­
sonal data. At the present time, we see these sys­
tems as being complementary to DES rather than 
competitive with it. 

In closing, let us say that we sincerely hope 
that more attention will be given to the question 
of how widespread use of encryption will impact 
society. Encryption is a powerful tool, with the 
ability to hide information. Like all powerful 
tools, it probably has some as-yet-unforeseen side 
effects. It would be nice to know more about 
those side effects before computer users become 
too deeply committed to encryption. 
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